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TUESDAY, MARCH 16, 1993 TUESDAY, MARCH 16, 1993-Continued

GRAND BALLROOM EAST OTuA3 Croestalklees Incoherent optical/electronic hybrid
associative memory system, Masaki Taniguchi, Yoshiki Ichioka,

2:00 pm-5:30 pm Osaka Univ., Japan; Katsunori Matsuoka, Government Industrial
JTuC, JOINT OPTICAL COMPUTING/PHOTONICS IN Research Institute, Osaka, Japan. By using multiple-object dis-
SWITCHING/SPATIAL LIGHT MODULATORS PLENARY criminant filters calculated by simulated annealing algorithm,
SESSION crosstalkless association results are obtained in incoherent op-
B. Keith Jenkins, University of Southern California tical/electronic hybrid associative memory system. (p. 26)
Joseph W. Goodman, Stanford University, Presiders

OTuA4 Reflective block optics for optical computing
2:00 pm (Plenary) systems, Daisuke Miyazaki, Jun Tanida, Yoshiki Ichioka, Osaka
JTuC1 Extended generalized shuffle networks, G. W. Univ., Japan. A new concept of the reflective block optics for op-
Richards, AT&T Bell Laboratories. This talk discusses how extended tical digital computing systems is proposed. A discrete correlator
generalized shuffle networks are useful in dealing with various con- is designed, and basic experiments are executed to verify the con-
straints that are encountered when implementing switching net- cept. (p. 30)
works with photonic technology. (p. 2)

OTuAS Cellular two-layer logic array and optoelectronic Im-
2:45 pm (Plenary) plementation, Liren Liu, Zibei Zhang, Xuejun Zhang, Jun Zheng.
JTuC2 ATM obectives and requirements for next-generation Shanghai Institute of Optics and Fine Mechanics, China. A new
networks, Kai Y. Eng, AT&T Bell Laboratories. An overview of ATM architecture of cellular-morphologic two-layer logic array is propos-
networking is described with emphasis on virtual path transport ed for binary and grey-level image processing and for image
architectures and features. SDH termination, ATM cell processing, transformation. An optoelectronic system is developed. (p. 34)
and routing ?-ý discussed. (p. 6)

OTuA6 Experimental Investigation of the tolerance of S-
3:30 pm-4:00 pm COFFEE BREAK SEEDs and L-SEEDs, Frank A. P. Tooley, Henot-Watt Univ., UK;

Anthony L. Lentine, Sue Wakelin, AT&T Bell Laboratories; Alex
4:00 pm (Plenary) Wachlowski, Dominic Goodwill, Doug Baillie. Kevin Smpson,
JTuC3 Photonics In switching: European systems demon- Alcatel, Austria. Experimental results will be presented of
strators and the long-term perspective, Lars Thylbn, Royal In- measurements of the tolerance to spatial noise of symmetnc-SEEDs
stitute of Technology, Sweden. Status in the area of photonics-in- and logic-SEEDs. These are compared with predictions from a
switching in Europe, highlighted by systems demonstrators, is model. (p. 38)
reviewed, and the long-term perspective for photonics-in-switching
is discussed. (p. 10) OTuA7 Paper withdrawn.

4:45 pm (Plenary) OTuA0 Neural network muter for optical Interconnection
JTUC4 Transition from optical Interconnections to optical networks, C. Lee Giles, Mark W. Goudreau, NEC Research In-
computing, Richard C. Williamson, MIT Lincoln Laboratory. Op- stitute. We propose a neural network routing methodology that can
tical interconnections will be a foot in the door to the next genera- generate control bits for an optical multistage interconnection net-
tion of computer system.n ano provide an evolutionary path toward work and suggest an optical implementation. (p. 42)
the use of optics at finer scales. (p. 15)

OTuA9 Design of a microlens-based total Interconnection
for optical neural networks, P. C. H. Poon, D. R. Selviah, J. E.

GRAND BALLROOM CENTER Midwinter, Univ. College London, U.K.; D. Daly, National Physical
Laboratory. U.K.; M. G. Robinson, Sharp Labs. Europe, U.K Two

6:30 pm-8:00 pm system designs are analyzed. and two types of microlens are
OTuA, OPTICAL COMPUTING POSTERS: 11 characterized to design a microlens based total interconnection
CONFERENCE RECEPTION for optical neural networks. (p. 46)

OTuAl Concept and Implementation of the fractional Fourier OTuA10 High-speed database processing on an optical con-
transfcrm, Adolf W. Lohmann, Physikalisches Institut der Univ., tent addressable perallel processor (OCAPP), Ahmed Louri
Germany. When a signal /(x) is Fourier transformed, its Wigner James A. Hatch, Jr., Univ. Arizona. This paper describes the use
distribution is rotated by 900. Less than 900 means fractional of the OCAPP for efficient and high-speed database processing.
transform. Two transform experiments are proposed. (p. 18) (p. 50)

OTuA2 Iterative design of computer-generated Fresnel OTuAll Volume holographic storage and processing for
holograms for free-space optical Interconnections, Bernard large databases, Jeff Brown, L. J. Irakliotis, Pericles A. Mitkas,
C. Kress, Sing H. Lee, UC-San Diego. An iterative algorithm to Colorado State Univ. A volume holographic database system, that
design CGHs for optical interconnections is presented and com- operates in a record-parallel mode and allows associative and
pared to noniterative methods. It is applied to twin-butterfly inter- address-based data access and retrieval, is described. (p. 54)
connection architecture for multiprocessor parallel computing.
(p. 22)
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WEDNESDAY, MARCH 17, 1993 WEDNESDAY, MARCH 17, 1993-Continued

MESQUITE ROOM 11:20 (Invited)
OWB3 3-D optical memories, Sadik Esener, University of

6:15 am-8:30 am California-San Diego. Abstract not available at press time. (p. 86)
OPENING REMARKS
B. K. Jenkins, University of Southern California 11:50 am

OWB4 Comparison of wavelength and angle multiplexed
holographic memories, Geoffrey W. Burr, Demetn Psaltis, Calfor-

MESQUITE ROOM nia Institute of Technology; Kevin Curtis, Northrop. The storage
capacity of an angle/wavelength memory is equal to the number

8:30 am-10:00 am of resolvable elements of the angle/wavelength scanner, rather than
OWA, WAVELENGTH DOMAIN PROCESSING crosstalk limited. (p. 87)
Demetri Psaltis, California Institute of Technology, Presider

12:10 pm-2:00 pm LUNCH BREAK
8:30 am (Invited)
OWA1 Spectral hole burning, holographic storage and pro-
cessing, Urs P. Wild, Stefan Bernet, Stefan Altner, Eric S. Maniloff, MESQUITE ROOM
Alois Renn, Swiss Federal Institute of Technology, Switzerland.
Spectral hole burning allows for storage and simultaneous process- 2:00 pm-3:30 pm
ing of data. Using frequency and electric field multiplexing this OWC, OPTICAL NEURAL NETWORKS
capability and its applications will be discussed. (p. 60) Kelvin H. Wagner, University of Colorado, Presider

9:00 am 2:00 pm (invited)
OWA2 Multlwavelength logic gates with high computational OWC1 Holographic neural networks: a systems perspective,
efficiency, D. J. Blumenthal, J. R. Sauer, Univ. Colorado, Boulder. Yuri Owechko, Hughes Research Laboratories. A variety of work-
Two classes of logic gate which process information based on the ing holographic neural networks have been recently demonstrated
presence and absence of optical power at discrete wavelengths in several laboratories, including our own. My talk reviews recent
are introduced. These gates exhibit computational efficiencies many developments, primarily from a system or user point-of-view.
orders of magnitude greater than Boolean logic. An example pro- (p. 92)
cessor is investigated and advantages and limitations are discussed.
(p. 64) 2:30 pm

OWC2 Second-order neural network Implementation using
9:20 am asymmetric Fabry-Perot modulators, Andrew Jennings, Brian
OWA3 Multiwavelength optical half adder, Pochi Yeh, Scott Kelly, John Hegarty, Paul Horan, Trinity College, Ireland. A second-
Campbell, Shaomin Zhou, UC-Santa Barbara. We propose and order neural network algorithm has been implemented optically,
demonstrate spectrally parallel CARRY and SUM operations via with asymmetric Fabry-Perot modulator quantum well device ar-
optical four-wave mixing in photorefractive media to achieve a rays functioning as optical input devices and weighted intercon-
multiwavelength optical half adder. (p. 68) nects. (p. 96)

9:40 am 2:50 pm
OWA4 Wavelength multiplexed computer-generated volume OWC3 Content addramble network Implementations,
holography, Joseph Rosen, USAF Rome Laboratories; Mordechai Stephen A. Brodsky, Clark C. Guest, UC-San Diego. Optoelec-
Segev, Amnon Yariv, California Institute of Technology. We tronic implementations of three content addressable network (CAN)
demonstrate recording and reconstruction of multiple computer- learning algorithms employing optical computations for supervws-
generated, wavelength multiplexed, volume holograms, in a ed learning and recall in supervised, self-organized, and tutored
holographic storage medium. The holograms display high selec- CAN are presented. (p. 100)
tivity, and their reconstruction process results in a convenient con-
version of wavelength into angular multiplexing. (p. 72) 3:10 pm

OWC4 Random Interconnections with ground glass for op-
10:00 am-10:30 am COFFEE BREAK tical TAG neural networks, Hyuek-Jae Lee, Soo-Young Lee,

Sang-Yung Shin, Korea Advanced Institute of Science and
Technology, Korea. Ground glass provides high-density random

MESQUITE ROOM interconnections for large-scale optical implementation of neural
networks, while SLM is used for adaptive learning of local inter-

10:30 am-12:10 pm connections. (p. 104)
OWB, PARALLEL SYSTEMS: 1
Bernard H. Softer, Hughes Research Laboratory, Presider 3:30 pm-4:00 pm COFFEE BREAK

10:30 am (invited)
OWBI Smart optical Interconnects for high-speed photonic
computing, Peter S. Guilfoyle, Frederick F. Zeise, John M. Hessen-
bruch, OptiComp Corp. Mufti-element, smart GaAs DANE switching
arrays are being developed for free-space optical bus applications
and MCM data routing. (p. 78)

11:00 am
OW82 Dstalknowledge-base processing on a ODVM plat-
form, Richard V. Stone, John M. Hessenbruch, OptiComp Corp.
An ODVM (optical digital vector matrix) platform can scan 20,000
pages of text per second for multiple search objects in raw text
search applications. (p. 82)

Vi



WEDNESDAY, MARCH 17, 1993-Continued WEDNESDAY, MARCH 17, 1993-Continued

MESQUITE ROOM OWE2 Theoretical study of the operating conditions for S-
SEEDs within cascaded digital optical arrays, Marc P. Y

4:00 pm-6:10 pm Desmulliez, John F. Snowdon, Brian S. Wherrett, Heriot-Watt Unwv.
OWD, ANALOG OPTICAL PROCESSING U.K. Tolerances of S-SEED logic gates, within optical circuits, to

'qoo Young Lee, Korea Advanced Institute of Science & inter-gate leakage and 2-D nonuniformity are quantified, employ-
Technology, Korea, Presider ing an analytic model developed for the device dynamics (p. 136)

4:00 pm (invited) OWE3 Reversal input superposing technique for all-optical
OWDI Optical processing In photorefractive crystals, John neural networks, Yoshio Hayasaki, Ichiro Tohyama, Toyohiko
H. Hong, Rockwell International Science Center. We describe the Yatagai, Masahiko Mori, Satoshi Ishihara, Univ. Tsukuba. Japan.
use of photorefractive crystals in several rf signal processing ap- A new technique using reversal input superposition for optical neural
plications where the unique capability of dynamic holography networks is present. Negative values and subtractions are not re-
operating in conjunction with acousto-optic devices provides ef- quired in optical implementation with this technique. (p. 140)

fective processing systems. (p. 110) OWE4 Tandem D-STOP architecture for error backpropaga-

4:30 pm tion networks, Gary C. Marsden, Ashok V. Krishnamoorthy, Sadik
C, Esener, UC-San Diego; Jean Merckle, Univ. de Haute-Alsace,OWD2 Photorefrsct.ve phased-array-radar processor France. We present an optoelectronic neural architecture which

dynamics, Robert T. Weverka, Anthony W. Sarto, Kelvin H. allows fully parallel on-line learning based on the error backpropaga-Wagner, Univ. Colorado, Boulder. We derive, and experimentally tion algorithm. (p. 144)

verity the dynamic and steady state behavior of a high-bandwidth,

large degree-of-freedom phased-array-radar optical processor. OWE5 Direct optical implementation of lateral inhibition and
(p. 111) excitation, Paul Horan, Trinity College, Ireland. An optical scheme

for implementing lateral excitatory and inhibitory interconnections
4:50 pm in a neural network is presented, along with a proof-of-principal
OWD3 Performance evaluation of an acousto-optic wide simulation. (p. 148)
band correlator system, R. D. Griffin, J. N. Lee, U.S. Naval
Research Laboratory. We report the performance of an acousto- OWE6 Neudl algorithms that exploit optical hardware
optic correlator that performs in an integrated system 20-70 times characteristics, John F. Snowdon, Heriot-Watt Univ.. U.K. The
faster than a VAXVector 6410. with potential for a 1OOX speedup. use of optical device characteristics in the formulation of neural
(p. 115) algorithms is considered, and the capabilities of resulting systems

are analyzed. (p. 152)
5:10 pm
OWD4 Optical matrix multiplication using grating OWE7 Optical processing system for industrial process con-
degeneracy In photorefractive media, Claire Gu, The Penn- trol application, Sushila Singh, A. D. Shaligram, Univ. Poona. In-
sylvania State Univ.; Scott Campbell, Pochi Yeh, UC-Santa Bar- dia. This paper reports designing of an optical processor for on-
bara. We propose and demonstrate a novel method which utilizes off and continuous types of control It makes use of optical
grating degeneracy in photorefractive media and an incoherent magnitude comparator based on shadowcasting approach.
laser array to implement parallel optical matrix-matrix multiplication. (p. 156)
(p. 119) OWES Optical algorithm for a plane Image reconstruction
5:30 pm from its boundary, Y. B. Karasik. TelAviv Univ, Israel. The techni-
OWD5 Optoelectronic fuzzy logic inference system using que of optical computing is applied to develop a new filling algorithm
beam scanning laser diodes, Hideo Itoh, Masanobu Watanabe, which fills the interior of a plane image in constant time (p. 160)
Seij: Mukai, Hiroyoshi ',aima, Electrotch!nic. Labnrat" .q/nan
A high-speed optoelectronic fuzzy controller using beam-scanning OWE9 Optical algorithms in geometry, Y. 8. Karasik, M. Shanr,
laser diodes is proposed. The controller uses algebraic-product- Tel Aviv Univ., Israel. We present optical algorithms--sequences
sum-gravity method with Gaussian membership functions, which of optical operations-that solve efficiently many basic geometric
is suitable for optoelectronic implementations. (p. 123) problems, motivated by (and applicable in) graphics, pattern mat-

ching, etc. (p. 164)
5:50 pm OWE10 Algorithm for Implementing fully connected optical
OWD6 Fourier transforms of fractional order and their op- Interconnection networks with broadcast capability, Ahmed
tical Interpretation, David Mendlovic, Tel-Aviv Univ., Israel, Haldun interconnion netwresw rt a apebity, AhmedM. Ozaktas, Bilkent Univ., Turkey; Adolf W. Lohmann, Angewandte Louri, Univ. Arizona. We present a new aigorithm ;ai ;npl~cm•c:
M.Op ktak, G kerny Univ.,ourker trAnsfor f fractional orderaredein ting fully connected optical interconnection networks with broad-Optik, Germany. Fourier transforms of fractional order are defin- cast capability. The algorithm achieves full connectivity between
ed. An optical interpretation is provided in terms of quadratic graded nodes arranged on a two-dimensional plane in constant time.
index media and discussed from both wave and ray view points. (p. 168)
(p. 127)

OWE11 Optical data filter for selection and projection, P A
Mitkas, S. A. Feld, L. J. Irakliotis, C. W. Wilmsen, Colorado State

GRAND BALLROOM CENTER Univ. An optical data filter is presented capable of performing selec-

tion and projection operations in a relational database environment.
8:00 pm-9:30 pm The filter is based on arrays of light amplifying optical switch op-
OWE, OPTICAL COMPUTING POSTER SESSION: 2 tical gates. (p. 172)

OWE1 Optical transpose Interconnection system, Philippe OWE12 Polarization- and bir hnge optical system
J. Marchand, Gary C. Marsden, Sadik C Esener, UC-San Diego. for reconfligurable weighed Interconnects and Image shifting,
The optical transpose interconnection system is a compact, effi- Werner Peiffer, Hugo Thienpont, Michiel Pelt, Roger Vounckx. Inna
cient and simple optical interconnection that supports k-shuffle, Veretennicoff, Vrqe Univ Brussel, Belgium. A computer driven op-
mesh-of-tree, or hypercube optoelectronic architectures, (p. 132) tical system is presented for dynamically reconfigurable and weigh-

ed local interconnects. Videotaped demonstrations and quantitative
measurements illustrate actual performances. Future prospects are
discussed (p. 176)

vii



WEDNESDAY, MARCH 17, 1993-Continued THURSDAY, MARCH 18, 1993

OWE13 Optical Interconnectlon slab-based stlc dataflow GRAND BALLROOM WEST
computer, Alastair D. McAulay, Lehigh Univ. A static dataflow com-
puter is proposed and simulated that uses a glass slab as an inter- 8:30 am-10:00 am
connection network for flip chip bonded processors and memory OThA, SMART PIXELS: 1
cells. (p. 180) Richard A. Linke, NEC Research Institute Inc., Presider

OWE14 Board-to-board high-speed optical Interconnections, 8:30 am (Invited)
J. Jiang, Duisburg Univ., Germany. A new concept using a cylinder OThAl Smart pixel optical computing architectures, A. A.
mirror and particularly formed light-guiding plates is developed for Sawchuk, L. Cheng, Univ. Southern California; S. R. Forrest, P.
board-to-board high-speed optical interconnections. (p. 184) R. Prucnal, Princeton Univ. Optoelectronic integrated circuit smart

pixel arrays implement programmable amplifiers, inverters, logic,
OWE15 Synchronizing and controlling fast digital optical bistable switch or latch functions in reconfigurable cellular hyper-
processors, Vincent P. Heuring, Valentin N. Morozov, Univ. Col- cube processors, shuffle, or sorting networks. (p. 214)
orado at Boulder. We present solutions to the problems of timing
resynchronizing and controlling high-speed optical processors in 9:00 am
the context of the gate and strobe paradigm and the more recent OThA2 Field effect tranaistor-aslf elseoopt effect device
time-of-flight paradigm. (p. 188) (FET-SEED) circuits for optoelectronic data processing

systems, L. M. F. Chirovsky, L. A. D'Asaro, E. J. Laskowski. S.
OWE1S Model of losalesa bus structure using erbium fiber S. Pei, M. T. Asom, M. W. Focht, J. M. Freund, G. D. Guth, R. E.
amplifiers pumped near 820 nm, Manoj M. Bidnurkar, Steven Leibenguth, G. Livescu, R. A. Morgan, T. Mullaly, L. E. Smith, A.
P. Levitan, Rami G. Melhem, Donald M. Chiarulli, Univ. Pittsburgh. L. Lentine, G. 0. Boyd, T. K. Woodward, AT&T Bell Laboratories.
A model and simulation results for a lossless tapped fiber bus are With the monolithic integration of FETs and SEEDs, electronic and
presented. Optical amplification is provided by an erbium fiber photonic technologies merge to enhance each others capabilities,
amplifier using a pump wavelength near 820 nm. (p. 192) creating the possibility for a whole new range of data processing

architectures. (p. 218)
OWE17 Simulated annealing applied to placement of pro-
cessing elements In optoelectronic muitichip modules Inter- 9:20 am
connected by computer-generated holograms, D. Zaleta, J. OThA3 Cascaded operstion of two 128-pixel FET-SEED
Fan, S. H. Lee, C. K. Cheng, UC-San Diego. Results of applying smart pixel arrays, F. B. McCormick, A. L Lentine, L. M. F. Chirov-
the simulated annealing algorithm to the placement of processing sky, AT&T Bell Laboratories. We demonstrate cascaded operation
elements based on CGH fabrication limits for optoelectronic of two single transistor FET-SEED smart pixel arrays at 28 Mb/s
multichip modules is presented. (p. 196) (14 MHz square wave), limited by optical signal nonuniformities.

(p. 222)
OWEI One-stepmodfited signed-digit edditonlbtrscton
based on redundant bit representation, Hongxin Huang, 9:40 am
Masahide Itoh, Toyohiko Yatagai, Univ. Tsukuba, Japan. One-step OThA4 Design and construction of looped parallel pro-
modified signed-digit addition and subtraction, which employ 34 cessors, S. Wakelin, F. A. P. Tooley, Hernot-Watt Univ., UK In-
minterms, have begn realized with two full parallel optical configura- vestigation into generic issues in free-space digital optical intercon-
tions based on r6dundant bit representation. (p. 200) nection, by the construction of looped parallel processors using

devices based on self-electro-optic effect device technology is
OWE19 Concepts for fully Integrated lET-SEED circuits and described. (p. 226)
their applications for optical computing, A. J. Wachlowski, D.
Rhein, Aicatel Austria Elin Research Centre, Austria; F. A. P. Tooley, 10:00 am-10:30 am COFFEE BREAK
Heriot-Wyatt Univ., U.K. We describe concepts for computing and
sortir,6 applications using FET-SEED technology to achieve higher
logic integration. Computer simulation is used extensively to verify GRAND BALLROOM WEST
the performance. (p. 204)

10:30 am-12:00 pm
OWE20 Strained multiple quantum well all-optical bletable OThB, SMART PIXELS: 2
microcavity operating at 980 nm, J. L. Oudar, D. Pellat, R. Joseph W. Goodman, Stanford University, Presider
Kuszelewicz, R. Azoulay, France Telecom, France. Strained In-
GaAs/GaAs, quantum wells located at the standing-wave antinodes 10:30 am (invited)
ol a Ilign tineissse AlAs/GaAs microcavity display all-optical bistability OThB1 Applications of smart pixels, T. J Cloonan, A T& T Bell
at 980 nm with 1 0-MW/Im 2 threshold. (p. 208) Laboratories. Abstract not available at press time. (p. 232)

11:00 am
OThB2 Appl-tion of aelf-imllar petterns to nplcaronic
shuffle/exchange network design, Michael W. Haney, BDM !n-
ternational, Inc. A new smart pixel array layout methodology, bas-
ed on self-similar grid patterns, is proposed to improve packaging
efficiency in free-space shuffle/exchange networks. (p. 233)

11:20 am
OThB3 Nonblocking optical interconnection networks us-
Ing eletro-optlcal mata switches baeed on VSTEPs, S. Arald,
S. Kawai, H. Kurita, K. Kubota. T. Numai, K. Kasahara, NEC Corp.
Japan. The number of input channels in proposed novel electro-
optical matrix switches was evaluated on the basis of their optics.
Elemental functions for the switches were certified by using VSTEP
and microlens arrays. (p. 237)

viii
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11:40 am 4:30 pm
OThB4 Packaging considerations for planar optical ,.ltms, OThD2 Massively parallel computers using holographic
Bruno W Acklin. Jirgen Jahns. AT&T Bell Laboratr-;. We pre- matrix as a photonic backplane, Michel Charier, Bruno Houssay.
sent a specific example for building an integra'ed ptoelectrunic Thierry Lemoine, Sylvain Paineau, Thomson CSF, France. Optical
system using the concept of planar optics B• - on issues such interconnect opens new ways for the realization of broadcast com-
as the optical design, thermal managemprt, and fabrication con- munication networks, useful in future generations of massively
straints, we discuss various aspects of packaging such a system parallel computers (p. 268)
(p. 241)

4:50 pm
12:00 prn-2:00 pm LUNCH BREAK OThD3 Massively parallel processing system with an ar-

chitecture for optoelectronic computing, Masatoshi Ishikawa,
Akira Morita, Nobuo Takayanagi. Univ. Tokyo, Japan A new ar-

GRAND BALLROOM WEST chitecture for optical computing is proposed. and an experimen-
tal optoelectronic massively parallel processing system as a scale

2:00 pm-3:30 pm up model of OEIC is described (p. 272)
OThC, OPTICAL INTERCONNECTIONS: 1
Mark Bendett. IMRA America, Presider 5:10 pm

OThD4 Multiprocessor system using Interboard free-space
2:00 pm (Invited) optical interconnects: COSINE-Ill, Toshikazu Sakano. Kazuhiro
OThC1 Frae-space optical switching modules, Masayasu Noguchi. Takao Matsumoto. NTT Transmission Systems
Yamaguchi, Ken-ichi Yukimatsu, NTT Communication Switching Laboratories, Japan. COSINE-Ill is built and tested. it uses 48 bi-
Laboratories, Japan This paper presents hardware of recent analog directional interboard free-space optical interconnects to three-
and digital free-space photonic switches based on liquid crystal dimensionally connect 64 processing units (p. 276)
and semiconductor array devices Their applications are also
discussed. (p. 246) 5:30 pm

OThD5 Optically connected parallel machine, D M Monro,
2:30 pm J A Dallas. j. A. Nicholls, Univ Bath, U.K. M D Cripps. City
OThC2 Design Issues for beam array generation gratings, Univ.. U.K., W. A Crossland. Cambridge Univ, U K A multi-
Rick L Morrison, Sonya L. Walker. AT&T Be/l Laboratories. The processor array achieves 640 Mbit/sec/channel with free space op-
increasing size and complexity of free-space photonic systems is tics switched by a 10-psec full crossbar 64 x 64 liquid crystal SLM,
placing new demands on the design, fabrication, and operation with potential for improvement (p. 280)
of phase gratings (p. 250)

5:50 pm
2:50 pm OThD6 Cellular processing with diffractive optical elements,
OThC3 Packaged optical Interconnection system based on Andrew Kirk. Tomohira Tabata. Masatoshi Ishikawa, Univ Tokyo.
photorefractive corrletion, Hidemi Takahashi, David Zaleta, Jian Japan. A high-speed optoelectronic cellular processing system.
Ma. Joseph E Ford. Yeshayahu Fainman. Sing H. Lee, UC-San which employs a reconfigurable diffractive element to perform a
Diego We demonstrated a packaged free-space optical intercon- shift-invariant interconnection operation. is described and ex-
nection by photorefractive correlation, consisting of a phase code, perimental results are presented (p. 284)
a LiNbO3 crystal. two CGH lenses, and a detector on a glass
substrate (p. 254)

GRAND BALLROOM WEST
3:10 pm
OThC4 Polarizatlon-selective computer-generated holo- 8:00 pm
grams for optical multistage Interconnection networks, Joseph OPDP, OPTICAL COMPUTING POSTDEADLINE SESSION
Ford. Fang Xu. Ashok Krishnamc,.*hy, Kristopher Urquhart, John E. Midwinter, University College London. U K. Presider
Yeshayahu Fainman. UC-San Diego Computer-generated
holograms with independent response to two orthogonal linear
polarizations were made using etched birefringent substrates. We
demonstrate a self-routing binary switch for multistage optical in-
terconnection networks, (p. 258)

3:30 pm-4:00 pm COFFEE BREAK

GRAND BALLROOM WEST

4:00 pm-6:10 pm
OThO, PARALLEL SYSTEMS: 2
Jacek Chrostowski. National Research Council. Canada.
Presider

4:00 pmn (invited)
OThD1 Optically Interconnected multichip modules using
computer generated holograms, Michael R. Feldman, James
E. Morris. John Childers, Mouna Nakkar. Fouad Kiamilev, Univ.
North Carolina at Charlotte Progress is proceeding toward the
development of an optically interconnected multtchip module The
module contains silicon chips with integrated photodetectors
Hoiogfams are used to route optical signals. (p. 264)

ix
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GRAND BALLROOM WEST 11:40 am
OFB4 Optical Implementations of the modified signed-digit

6:30 am-10:00 am algorithm, Shaomin Zhou, Scott Campbell, Pochi Yeh, UC-Santa
OFA, OPTICAL INTERCONNECTIONS: 2 Barbara, Hua-Kuang Liu, Jet Propulsion Laboratory. We propose
Philip J Anthony, AT&T Bell Laboratories, Presider and demonstrate novel optical computing architecture utilize spatial

and spectral coding for the implementations of the modified signed-
8:30 am (invited) digit algorithm (p. 313)
OFAl GaAs heteroepitaxial growth on submicron CMOS
silicon substrates, S K Tewksbury. L A Hornak, H Nariman, 12:00 pm-2:00 pm LUNCH BREAK
S McGinnis, West Virginia Univ Preliminary results of our study
of the CMOS compatibility of GaAs heteroepitaxial growth on wafers
containing twin-tub V CMOS devices (0.9 micron drawn features) GRAND BALLROOM WEST
are reviewed (p. 290)

2:00 pm-3:10 pm
9:00 am OFC, BIT SERIAL OPTICAL COMPUTING
OFA2 Four-foci slanted axis Fresnel lens for planar optical Matthew W Derstine. Optivision, Presider
perfect shuffle, C D Carey. D R Selviah, J E Midwinter, Univ.
College London. U K. S H Song. E H Lee, Electronics and 2:00 pm (Invited)
Telecommunications Research Institute, Korea A binary, reflec OFC1 An Integrated optics, stored program computer, Harry
live amplitude. four-foci, slanted axis, computer generated F Jordan. Alan R. Mickelson. Bart Van Zeghbroeck, I Januar. Univ
holographic Fresnel lens performs a white iigh' perfect shuffle in Colorado A serial stored program, digital optical computer has
an imagirc olanar optic coifitguration (p. 291) been implemented and operated Parameters of an integrated ver-

sion are derived from current integrated optoele(_iro•,cs research
9:20 am results (p. 318)
OFA3 Experimental Implementation of a 25-channel free-
space optical switching architecture, Andrew Kirk, Univ. Tokyo, 2:30 pm
Japan, Stuart Jamieson, Hussain Imam. Trevor Hall, King's Col- OFC2 Implenmentation of a general purpose stored program
lege London, U K A matrix-matrix multiplier crossbar switch is digital optical computer, P T Main. R J Feuerstein V P Heur-
described wh'ch ts based on the holographic multiple imaging of ing. H F Jordan, J R Feehrer, C. E Love. Univ Colorado The
a Gaussian beamlet array Experimental results are presented first general purpose stored program optoelectronic computer with
(p. 295) optical signals flowing between gates has been constructed Its

construction and operation are described (p. 322)
9:40 am

OFA4 Bandwidth as a virtual resource In reconfigurable op- 2:50 pm
tical interconnections, Donald M Chiarulli, Steven P Levitan, OFC3 Time of flight packet synchronizers, Carl E Love. Harry
Rami G Melhem Chunming Qiao, Univ Pittsburgh Locality-based F Jordan, Univ Colorado High-speed optical packet communica-
control paradigms which are directly analogous to virtual memory lion networks need to synchronize data from distinct sources Two
management are adapted for message routing and control of recon- architectures for flip-flop free, delay line based synchronizers are
figurable optical interconnection networks (p. 299) demonstrated (p. 326)

10:00 am-10:30 arn COFFEE BREAK 3:10 pm-3:20 pm
CLOSING REMARKS
H S Hinton, AT&T Bell Laboratories

GRAND BALLROOM WEST

10:30 am-12:00 pm
OFB, DIGITAL OPTICAL COMPUTING
Frank A Tooley. Heriot-Watt University, U K. Presider

10:30 am (Invited)
OFB1 Digital optical computing, K H Brenner. Univ Erlangen,
Germany Abstract not available at press time (p. 304)

11:00 am
OFB2 Spatial soliton dragging gates and light bullets, Kelvin
Wagner, Robert McLeod, Univ Colorado Spatial soliton dragg-
ing provides a low-latency, cascadable, three-terminal optical logic
gate with gain that can be extended to three-dimensions using light
bullets (p. 305)

11:20 am
OFB3 Case for all-optical digital computing, Miles Murdoc-
ca. Rutgers Univ Reconfigurable gate-level optical interconnects
can provide a performance advantage over an opto-electronic ap-
proach, which may compensate for the increased expense of an
all-optical approach (p. 309)
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Extended Generalized Shuffle Networks

G. W. Richards
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1.0 Introduction
A successful network architecture generally must consider the technology being proposed for implementation. A
design suitable for an electronic application may prove to be unwieldly or even impossible to implement in the photo-
nic domain. Basically this is due to the limitations and constraints imposed by the optical technology at hand.

The talk provides an overview of a new class of networks called Extended .Qeneralized Shuffle (EGS) networks111, 21

and considers how various attributes of these networks can address some photonic switching constraints. From a
purely mathematical and topological viewpoint EGS networks are technology independent and they will be handled
as such in subsequent more detailed papersl 31'141. However, our current focus is on photonic switching and we will
thus limit most of our discussion to those aspects of EGS networks that primarily impact the implementation of pho-
tonic switching networks. The talk is primarily intended to bridge some of the gap between photonic switching tech-
nology and switching network theory.

The following two sections catalog some constraints imposed by free-space and guided-wave photonics, respectively.
The fourth section briefly summarizes how EGS networks can deal with such contraints.

2.0 Some Free-Space Photonic Switching Constraints
Free-space photonic network implementation assumes the use of symmetric self electro-optic devices (S-SEEDs) 15 1
as logic gates in the switching modules of the network.

2.1 Switching Module Fan-Out/Fan-In Limitations
There are several reasons for preferring small values of fan-out and fan-in when dealing with free-space optics 161. If
the fan-out in a particular system is large, then the optical power that is emitted from a single S-SEED must be
divided before being routed to the many detecting S-SEEDs, and the optical power arriving at any one of the detect-
ing S-SEEDs will be relatively low. Since the maximum switching speed of an S-SEED is directly proportional to
the amount of optical power that sets the device, smaller fan-outs will yield faster switching speeds.

Smaller values of fan-in are also desirable within a system because the signal-to-noise ratio at the input of any S-
SEED will increase as more signals are fanned into the device. The bit error rate of the system will also increase. In
addition, larger values of fan-out and fan-in will typically require more complicated beam-steering optics which tend
to increase the overall system cost.

Reference [61 reports a lossless beam splitting and recombination technique that suggests advantages for limiting fan-
out and fan-in to values of two between stages of logic. This in turn suggests the use of switching modules having no
more than two inputs and two outputs. Such modules may or may not be conventional crossbar switches; an issue we
consider next.

2.2 Switching Module Functionality

The functionality provided in switching modules should consider overall network implementation complexity and
efficiency. For example, consider two switching modules A and B and suppose that more B modules than A modules
are required to construct a non-blocking NxN network. We next consider the implementation complexity (no. of S-
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SEEDs, no. of stages, no. of control beams, etc.) of the two module types. If the complexity of module B is less than
that of module A, we may find that a network using B modules has less overall complexity than one using A modules
(in spite of the fact that more B modules than A modules are required to construct the network).

2.3 Switching Stage Uniformity

One important advantage in having uniform or identical switching stages is that only one type of switching sutge
needs to be fabricated. However, such uniformity requires that each switching stage has equal numbers of inputs ,-, d
outputs (because to fully interconnect all of the outputs of a given stage with all of the inputs of the next stage
requires that these numbers of inputs and outputs are equal and hence, via uniformity, that the numbers of input. and
outputs on all stages are equal). Thus, switching stage uniformity implies that the number of interconnections
between stages is the same throughout the network. We consider this further in the next section.

Eflicient, high performance EGS networks can be designed with uniform switching stages. In fact this constraint car-
ries with it almost no disadvantages.

2.4 Interstage Interconnection
The "free-space" descriptor for photonic switching networks refers to the means of interconnecting successive stages
of switching modules. It is advantageous for this technique to have constant numbers of interconnections between
stages (as mentioned above). Two additional interconnection attributes, which have been found to be particularly
convenient when employing free-space optics, are symmetry and stage-to-stage pattern invariance.

The so called "crossover"171 interconnection pattern has constant numbers of interconnections between stages and
exhibits symmetry, but does not result in stage-to-stage invariance. However, the stage dependent variations are such
that they can be achieved by selecting an appropriate prismatic mirror array for each stage. We are willing to accept
these stage-to-stage variations because the crossover interconnection pattern can be shown to yield EGS networks.

2.5 Switching Stage Size and Number of Stages

There are usually advantages in keeping both the switching stage size and the number of stages small. These advan-
tages relate to such aspects as efficiency, reliability, and power. For example, as the switching stage size is increased,
the size of the S-SEED array that implements the logic of the switching stage must also increase. As a result, the
optical components (lenses, beam-splitters, etc.) within a stage must be capable of providing diffraction-limited imnag-
ing over larger fields of view. In addition, system lasers must provide more optical power if larger S-SEED arrays are
used. Both of these requirements will increase the cost of a single stage within the system.

If, on the other hand, the number of stages is increased, then the overall system cost will begin to increase. AIM, the
expected availability of the system will decrease as the nunber of stages is increased, because the components within
the multiple stages have non-zero failure rates. Unfortunately, it is usually not possible to have small values simulta-
neously for both switching stage size and number of stages. What sort of compromises are possible?

S-SEED photonic EGS switching networks generally exhibit the following helpful attribute. For a given number of
input and output terminals and for a given probability of blocking (including zero), as the S-SEED arrmay size
increases (decreases), the required number of stages of S-SEED arrays tends to decrease (increase). Thus, these net-
works give the designer the capability to trade-off between switching-stage size and number of stages.

3.0 Some Guided-Wave Photonic Switching Constraints
Guided-wave photonic network implementation assumes the use of lithium niobate couplers181 as the switching mod-
ules of the network.

3.1 2x2 Basic Element

The lithium niobate coupler is inherently a 2x2 device. Thus, we assume the use of switching modules having no
more than two inputs and two outputs. As with free-space photonics, such modules may or may not be viewed as
conventional crossbar switches.

3.2 Switching Module Functionality

Crosstalk due to imperfect lithium niobate couplers can grow to an undesirable level in a large network. One solution
to this problem is to allow no more than one active signal in any coupler1 91. This means that a coupler may be
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unavailable for use even though the desired input and output of the coupler are both idle. EGS networks are able to
deal directly with this constraint in network design.

3.3 Interstage Interconnection
To keep losses at a minimum, the waveguide bends between stages of couplers have relatively large radii of curva-
ture. Additionally, the couplers themselves are relatively large in comparison to the substrate wafer used in the fabri-
cation process. The result is that there is low coupler density and therefore limited switching functionality per
substrate module. The challenge for EGS networks is to be able to utilize such low functionality modules in the
design of efficient high functionality networks.

3.4 Switching Stage Size and Number of Stages
As with free-space networks, there are usually advantages in keeping both the switching stage size and the number of
stages small. Overall crosstalk and loss are two items of consideration. EGS networks allow trade-offs between
switching stage size and the number of stages. As one increases (decreases) the other decreases (increases). Further-
more, in the most efficient configurations, the number of stages increases slowly (log N) in comparison to N (the
number of inlets and outlets).

4.0 EGS Network Attributes
The following subsections catalog a few of the EGS network attributes that are helpful in dealing with photonic
switching constraints.

4.1 Global Generalized Conditions for Non-Blocking Operation
It is possible to establish conditons for non-blocking EGS networks in very general terms. These conditions do not
impose any constraints on the number of inlets or outlets in a network or any relationship between these two values.
There is no symmetry required in the network. There are no constraints on the number of stages in the network.
There is no relationship required between the size of the switching modules in one stage and any other stage. Also,
the size of the switching modules in any particular stage are not generally constrained.

The major impact here is that for the most part switching networks can be designed with arbitrarily sized modules and
an arbitrary number of stages. Thus, 2x2 modules can be utilized easily and switching stage uniformity becomes a
natural outgrowth.

4.2 Multiple Stage Modularity
Under certain easily met conditions EGS networks exhibit the following attribute. For specifc (not necessarily con-
secutive) stages i and j, there exist subsets of switches in both of these stages such that every switch in the stage-i sub-
set has a path to every switch in the stage-j subset and paths to no other switches in stage j. This allows networks to
be constructed via multi-stage modules, each of which is entirely unconnected from other modules in the correspond-
ing stages.

4-3 Different Types of Switching Module Functionality
The analysis of EGS networks allows switching modules to have functionalities less than that of conventional cross-
bar switches. Such reduced functionality usually relates to the sizes of specified subsets of inlets and outlets on the
module that can be individually connected to each other. For example, one type of module may only be able to con-
nect all inlets to all outlets or no inlets to no outlets. Efficient EGS networks can be constructed from such modules.

4.4 Network Isomorphisms

Two networks may have the same connectivity, differing only in the way their switching modules and links are
labeled or in the way they are drawn. Any two such networks are said to be isomorphic. This relationship divides the
collection of all networks into isomorphic classes. It is the fortunate case that many isomorphic classes of EGS net-
works have members that are amenable to photonic implementation. Formal mapping functions provide the ability to
similarly analyze and control many of the members of a given isomorphism class, thereby allowing technology cons-
derations to dictate the particular member chosen for implementation.

4.5 Network Shape Trade-Offs

The generality inherent in EGS networks allows a network with a given number of inlet and outlets to have many dif-
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ferent "shapes". More specifically, one can typically trade-off the number of modules per stage with the number of
stages. Thus network designs can be tailored to accommodate the needs of various technologies.

4.6 Other Attributes

The theory of EGS networks encompasses other dimensions of switching applications such as routing and control.
These items and others have also found value in the implementation of photonic networks. Unfortunately, the limited
scope of this summary does not allow further elaboration of such topics.
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[1] G. W. Richards, U.S. Patent Numbers: 4,993,016 and 4,991,168.
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1. Introduction

Worldwide activities on ATM (Asynchronous Transfer Mode) have been intensifying with
rapidly evolving standards (CCITT and ATM Forum) [1,2]. Applications include multimedia
services, high-speed LAN's, central-office switches and high-speed digital crossconnects.
Potential large-scale network conversion into ATM is being considered and debated within
various research and development communities. The push for deploying ATM to upgrade the
existing network infrastructure has sometimes been compared to the "analog-to-digital
revolution". The primary incentive to do so stems almost entirely from its service flexibility.
Here, we discuss various aspects of ATM networking, emphasizing the transport objectives and
requirements for next-generation networks. We will begin with the basic notions of ATM
networking and then shift to a specific example of a VP (Virtual Path) transport network using an
integrated ATM Crossconnect as a key network element.

2. Basics of ATM Networking

In ATM networking, all user-generated information (voice, video and data) is converted into
standard fixed-size packets called "cells" for switching and transport. This process of converting
the original data into ATM cells is called "adaptation". An ATM cell has a fixed size of 53 octets
consisting of a 5-octet header followed by a 48-octet payload (Fig. 1). The header contains
primarily the routing information for the cell (VCI and VPI values). Unlike traditional
synchronous TDM transmission systems where data are sent via preassigned time slots, ATM
traffic is transported by cell multiplexing without dedicated slots, and cells from a given source
would appear to the network as asynchronous traffic. A simplified depiction of an ATM network
connecting two users, A and B, is illustrated in Fig. 2. In order to initiate a communication
connection between A and B, a call set-up procedure has to be invoked, e.g., a call request from A
to B via ATM Switch I (signaling and control not shown in Fig. 2). As part of the call set-up
process, ATM Switch I needs to inform A's ATM adapter proper VCI and VPI values to use and
also to assure that these header parameters are recognized by various network elements along the
assigned route for routing. Let us focus on the routing function first.

An ATM end-to-end connection from A to B is designated as a Virtual Circuit and hence a VCI
in the cell header. A specific path from ATM Switch I to ATM Switch II, however, is called a
Virtual Path which may contain many Virtual Circuits between various source-destination pairs
connected to ATM Switches I and II. Along a specific VP, there may be multiple ATM
Crossconnects (XC's) which are VP switches. Therefore, a VP is essentially a specific routing
path from an originating ATM Switch to a destinating ATM Switch through a series of AIM
XC's. All cells from a given source in the same connection traverse the same Virtual Path, and
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their original sequence is thus maintained. The VPI value in the header designates the VP, but its
use requires a translation process explained later in the next section.

The transmission line standard between ATM network elements (Switches and XC's) is assumed
to be SDH (or SDH), e.g., 155 Mb/s OC-3c, 622 Mb/s OC-12c or 1.4 Gb/s OC-48. As specified
in the standards, ATM cells are mapped into the payload of the SDH envelope. Since the VPI
value has 12 bits, each transmission link can carry up to 4096 unique VP's. The processing of the
SDH overhead and ATM cells in the payload is an important part of the line interface at each
ATM XC (often called "line cards"). The delivery of cells according their VP, namely VP
transport, plays an important role in ATM networking because of its flexible service and fast
restoration capabilities [3]. We will focus on the operation of VP transport by describing an
overview of an integrated ATM XC.

3. ATM Crossconnect Functions and Requirements

When ATM cells are carried as payload in the SDH envelope for optical transmission, they have
to be recovered before switching can take place at each ATM XC. The function of receiving the
optical signal, terminating its SDH overhead and recovery of its payload (i.e., ATM cells) is
usually called the LTE (lightwave terminal) function. The VP switching of cells is of course the
main goal of the XC. VP switching here means the routing of the incoming cells to the
appropriate output ports according to their VPI values on a cell-by-cell basis. Although not
required, today's technology permits an integrated design whereby both the LTE and the VP
switching functions are combined in a single machine. The LTE part is implemented mostly in
the line cards, and the VP switching in the "XC fabric". For subsequent discussions, we only
consider an integrated ATM XC.

Various essential functions required in an integrated ATM XC are summarized in Fig. 3. After
optical detection, the received SDH signal is descrambled and frame synchronized so that the
overhead bytes can be retrieved. Processing of these overhead bytes is required to provide several
maintenance functions such as line integrity, line protection switching, inter-XC data
communications, etc. Furthermore, pointer processing has be performed to establish
synchronization for recovering the "floating" frames (called virtual containers) of ATM cells in
the payload. The beginning of each cell has then to be identified within the virtual container.
After the cells are extracted, they have to be properly processed before the actual switching, and
this part may either be implemented in the line card or as part of the XC fabric.

In ATM cell processing, OA&M (operation, administration and maintenance) cells are separated
from data cells. OA&M cells may be destined for the local system controller or for further
transport. The data cells are first processed with HEC (header error correction). Cell headers with
1-bit errors can be corrected, and those with more than 1-bit errors are discarded immediately.
The VPI value is then examined in a table look-up for validation and also to identify the output
port for the routing of each cell, Cell routing is implemented in the XC fabric which is
functionally identical to a conventional ATM switch fabric. As such, cell buffering is required
because multiple cells may destine for the same output port at the same time. This aspect has been
well understood in ATM switching. In addition to the routing, the most most important
processing is perhaps the translation of the incoming VPI value in each cell to a new value
(preassigned by network control). That is, for each cell transit through the ATM XC, there is a
unique mapping of its incoming VPI value to its outgoing value. Consequently, a VP can be
characterized by a unique series of VPI values along the various physical links in its route. Doing
so allows for maximum utilization of the VPI values (limited to 12 bits) in each physical link.
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At an output port of the XC fabric, cells from different inputs are multiplexed together to form a
stream. They have to be individually checked for errors and to verify proper routing (plus internal
diagnostics) before passed on as input to a SDH processor. In this SDH processor (output line
card), the ATM cells are inserted into the payload envelopes, and new pointer and other overhead
bytes are included in the final assembly of the whole SDH signal for optical transmission.

The capability of electronics is advancing rapidly to meet the requirements of high-performance
ATM network elements. An integrated prototype ATM XC recently demonstrated includes an
8x8 ATM fabric operating at 2.5 Gb/s and with multiple-rate line cards (OC-3c to OC-48) [41.
This is equivalent to a total system capacity of 20 Gb/s, supporting up to 128 bidirectional OC-1c
(155 Mb/s) interfaces or up to eight bidirectional OC-48 (2.4 Gb/s) interfaces. Expansion to
much larger fabric sizes is possible and is being researched.

4. Condusions

VP transport is a fundamental aspect of ATM networking. It provides flexible service and fast
restoration capabilities in next-generation networks. An ATM XC capable of cell-by-cell routing
is a key network element to support VP transport. In addition, extensive SDH and ATM cell
processing is required in implementing the ATM XC, today's VLSI technology is adequate to
meet these challenges efficiently and economically,
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Header Payload I
5 octets 48 octets

"I GFC: Generic Flow Control (in UNI
only, becomes VPI in NNI)

I GFC or VPI VP! VPI: Virtual Path Identifier

2 VPi VC! VCI: Virtual Circuit Identifier
PT: Payload Type

3 VCI CLP: Cell Loss Priority

4 PT ýCLP HEC: Header Error Control
UNI: User Network Interface

5 HEC NNI: Network Node Interface

Fig. 1 ATM Cell
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Photonics in switching: Eur6pean systems demonstrators and the
long term perspective

Lars Thyldn *
Dep of Microwave Engineering
Royal Institute of Technology
S-100 44 Stockholm Sweden

January 13, 1993

Status in the area of photonics in switching in Europe, highlighted by systems demonstrators, is
reviewed,and the long term perspective for photonics in switching is discussed.

1 INTRODUCTION

It is widely recognized that the progress and role of photonic switching have not paralleled that of fiber
optics point to point communications, where new avenues for fiber optics keep opening, most recently in
the shape of fiber to the home and the associated introduction of broadband services. The discussions
concerning fiber to the home, and the corresponding systems issues, seem to have been only marginally
influenced by the possibilities offered by photonic switching. Part of the explanation for this state of
affairs is the competition from electronics, and the uncertainty of the actual bandwidths required by
different services and subscriber categories, but mostly the lack of clear and verifiable systems solutions
where photonic switching offers significant and unique advantages. In addition, we have the comparative
immaturity of the device technology required as well as the lack of a practical and reasonably standardized
way of assembling optical systems. This situation is reflected in the comparatively small number of
systems demonstrators and the virtually nonexistent field trials to date. Ref [1], [2] are exceptions here,
but they can not be described as fully fledged field trials.

This paper discusses development over the last few years concentrating on the European scene, where
several European research programs (COST as well as RACE) have included projects (especially the
RACE OSCAR R1033) more or less devoted to photonic switching. Some current representative systems
demonstrators are described. Comments on the relationship between electronic and optical switching,
based on switching energy, pertinent for ATM switching, are finally made.

This paper concentrates on guided wave switching systems and devices , there are strong proponents
of free space 3D systems and technology , [3], [4]. However, the situation here is even less mature as
far as technology is concerned, and systems proposals and technology demonstrated so far are no more
convincing than the guided wave concepts. The rationale and motivation for integrated photonics in
photonic switching is the same as those underlying the unparalleled success of integrated electronics.

2 DEVELOPMENTS IN PHOTONICS IN SWITCHING

The rationale for photonic switching is the uncontested bandwidth and loss of the optical guided wave
transmission as well as the speed allowed by optical interactions. Different attempts have been made to

"Also with Fiber Optics Research Center, Ericsson Telecom AB, S-126 25 Stodkholm, Sweden
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Figure 1: Evolution scenario of photonic switching. Years indicate possible time of field trial. MWTN,
WTDM, ATMOS and OSCAR are RACE projects, mentioned in the text

shape this into new systems architectures, ("optical ether"). Broadly speaking, this has led to a number
of schools:
A) Circuit type low speed switching, involving switching in space and wavelength
B) STM, ATM and PTM type switching, where optical temporal switching is involved,in some cases in
conjunction with wavelength and space division switching.
C) 3D optical interconnects in combination with OEICs, where the processing is (mainly) electronic and
the transmission optic.
D) Whereas the above approaches can in essence be classified as optical interconnect under electronic
control, there also is the possibility for opto-optical switching , e g via soliton interactions [51

Crucial in all attempts to apply temporal switching is the lack of an optical RAM type memory,
comparable in integration and performance to electronic ones, since various degrees of synchronization
and storage are required. It appears that only wavelength and space division switching make use of the
bandwidth in a way commensurate with the bandwidth of the transmission medium, thus creating a novel
fiber optic "network" that is to a degree bitrate and coding independent ("transparency"). It should be
borne in mind that we are dealing with an analog, nonlinear network. However, time division switching
type network structures have been suggested and partly demonstrated, where optical switching functions
are simple and in some cases memoryless ([6], [7]), again taking advantages of the basic features of the
optical transmission medium. See also [8]. One could attempt to structure the development in photonic
switching according to Fig 1.

3 SYSTEMS DEMONSTRATORS

The systems demonstrators, which in some sense can be labeled as photonic switching ones, currently
developed within the RACE program, are part of the following projects: Wavelength and time division
multiplexing (WTDM) broadband CPN network, Multiwavelength transport network (MWTN) and ATM
optical switch (ATMOS). The first two are essentially in category A) in section 2, the third in category
B). All these projects are based on RACE I projects. In addition there is a German program, which
addresses ATM type switching. The talk will discuss these projects, two of which are described below.
Fig 2 shows the basic structure of the R2039 ATMOS demonstrator [9]. This utilizes synchronized ATM
cells at the input (for all practical purposes of electronic origin). The cell encoder wavelength encodes the
packets utilizing wavelength converters (eg in the shape of bistable DBR lasers). Contention is resolved
by a cell buffer block with K fiber optic delay lines (K=16 in a suggested system; with no contention, this
entire block can of course be deleted). Power splitters and optical gates (semiconductor laser amplifiers)
route the packets to the pertinent delay line. The packets (still of course synchronized), enter a space
switch in the shape of a star coupler, with optical filtering at the output. Four layers of this type, each
comprising a Clos net with 3 stages of 16 x 16 switches will have a total throughput of 10 Tb/s, with
a 10-' cell loss rate for 16 cell buffers (fig 2), with 10ps delay. The line rate is 2.6 Gb/s. A rigorous
comparison with an all electronic system still remains to be done and is a challenging research topic. It
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notably wavelength converters and optical storagc. Fig 3, on the other hand, represents an example of
a routing system [11], see also [12]. The structure in fig 3 performs routing in the space and wavelength
domains. Hence, we are not concerned with a reconfiguration of the network, more rapid than that
called for by eg protection switching (> ps). The core of the network is formed by tunable lasers in the
transmission system, tunable filters and space switches in the switching system and fiber amplifiers in
a line system. Also important (but historicaily given little attention in systems like this) is the control
system. Since the signals are not immediately available in electronic form (with a few exceptions, such
as laser amplifiers [131), the control system has to be structured accordingly, and the devices provided
with control interfaces, the need of which is not superficially obvious. Two issues of prime importance
are wavelength referencing and power equalization. The system in fig 3 constitutes a logical extension to
the existing transport network concepts, adding flexibility, reliability as well as resilience, by performing
routing in a frequency and code transparent way. The systems claims made here (the underlying systems
rationale is about the same in WTDM) are maybe not as far reaching as for ATMOS, but the application
appears reasonably near term. In fact, in view of the continued development of the transport network
with electronic cross connects, the optical cross connect appears to be a good candidate for a fairly
imminent application, being uncontested by electronics.

4 HIGH SPEED SWITCHING: PHOTONICS OR ELECTRON-
ICS OR BOTH?

A view often advocated in the optics community is to justify photonic switching by extreme speed and
superior bandwidth. However, MODFET transistors have been reported with speeds up to 500 GHz, and
several roads into the THz realm exist: Superconductors, quantum interference, single electron transfer,
and brute force scaling of dimensions. The last exercise has given uninterrupted exponentian performance
growth since the 40s! "Fundamental" limits appear to be no hindrance to continued development for
the next few decades. This means that electronic integration levels, switch energy as well as speed will
continue to improve. Concerning integration and switch energy, it appears that basic considerations
prevents photonics from presenting a viable alternative to electronics [14]. Hence, the combination of
photonics and electronics has to be given serious consideration. One example could be low level of photonic
integration (where dissipation is less of a concern) for extremely high speed (sub pa) multiplexing and
demultiplexing, with the slower and complex (more integration intensive) tasks carried out by electronics.
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5 CONCLUSIONS

This paper has described two representative examples of photonic switching demonstrators, showing dif-
ferent approaches, differing device requirements and addressing different time perspectives. It should be
emphasized that photonic switching can not be seen in isolation but only from a total systems perspec-
tive. Some research items of photonic switching can be identified: Rigorous research on electronic vs
photonic switching, including systems considerations; the potential of extremely high speed, low inte-
gration switching using nonlinear optical interactions, such as solitons; 3D reconfigurable interconnect,
combined with OEICs. While these are certainly worthwhile to pursue, it appears that the span to the
present needs to be bridged by more applied research; thus field trials are highly desired in the next few
years, unless photonic switching is to share the fate of at least part of the field of optical computing.
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optical interconnections will be a foot in the door to the
next generation of computer systems and provide an evolutionary
path toward the use of optics in finer scales.
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We assign the degree P=1 to the ordinary Fourier transform. The

fractional Fourier transform, for example with degree P=1/2,

performs an ordinary Fourier transform, if applied twice in a

row. Mendlovic and Ozaktas did introduce the fractional Fourier

transform into optics [1] based on the fact that a piece of

GRIN fiber of proper length will perform a Fourier transform.

Cutting that piece of GRIN fiber into shorter pieces corre-

sponds to splitting the ordinary Fourier transform into frac-

tional transforms. We approach the subject of fractional Fourier

transforms in two other ways: first by pointing out the algo-

rithmic isomorphism between rotation of the Wigner distribution

function and fractional Fourier transforming. Second, we propose

two optical setups that are able to perform a fractional Fourier

transform.

What does this transform have to do with optics ?

The (ordinary) Fourier transform is of such central significance

to physical optics and to optical information processing that

everything which is somehow related to Fourier mathematics is

likely to be important as well in the realm of optics.
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What is a fractional Fourier transform ?

Every image u(x,y) or signal u(t) can be described indirectly

and uniquely by a WIGNER distribution function [2,3]. The Wigner

distribution function WDF undergoes certain changes if something

happens to the signal (from now on called u(x)). For example,

propagation in free space means a horizontal shearing of the WDF

and passage through a lens corresponds to a vertical shearing of

the WDF. A Fraunhofer diffraction (i.e. an ordinary Fourier

transform) lets the WDF rotate by 90%. Hence it is plausible to

define a fractional Fourier transform as what happens to the

signal u(x) while the WDF is rotated by an angle of *=Pn/2 . The

P is the fractional degree ". Notice, two consecutive rota-

tions obey 01+42=4.0TA and )1+42=42+11 . Hence, our definition is

inherently additive and commutative.

How can one implement experimentally the fractional Fourier

transform ?

With three shearing operations in cascade one can perform a ro-

tation of an image (fig.1). Since we know how to shear a Wigner

distribution function WDF, we also know how to rotate the WDF.

The three proper shearing operations upon the Wigner distribu-

tion function correspond to " free space - lens - free space ",

as shown in fig.2 . As an alternative, the three steps may be

"lens - free space - lens" (fig.3). The first setup (fig.2) de-

mands

Z = ftan(*/2) ; f = if/sin(4) (1)
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And for the second setup one has to chose :

f = f4tan(4/2) ; Z = fl/sin(*) (2)

Notice, the special case of 4= 900 , i.e. the ordinary Fourier

transform ( P=1 ) , emerges from eq.1 and 2. And the two setups

are now the standard Fourier transform units.

It is a great pleasure to acknowledge many stimulating dis-

cussions with David Mendlovic and Haldun M. Ozaktas. They intro-

duced me to the subject of fractional Fourier transforms.
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order optics", J.Opt.Soc.A=.69(1979) 1710-1716.

(3) H.O.Bartelt, K.-H.Brenner, A.W.Lohmann, "The Wigner dis-
tribution function and its optical production",
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Fig.1: Image rotation,

$1 generated by three shearing pro-

cesses:

to the left; down; to the right.

x f=I /Q x
Fig. 2: Setup (type I) for performing

a fractional Fourier transform.

Parameters R and Q determine the de-

gree P and the angle * = Pn/2

z=Rf1  z=Rf 1

f=fl/Q f

ig.3: Setup (type II) for per-

"iforming a fractional Fourier trans-
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z:Rfl



22 / OTuA2-1
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I. Introduction

We present an iterative algorithm to design computer generated holograms (CGHs) for optical inter-
connections. The performances are compared to those of similar elements generated by several non-iterative
methods. Parameters of comparison include those of input/output characteristics (semiconductor laser beam
profiles, uniformity of reconstruction, bit error rate) and those of fabrication (minimum feature sizes, cal-
culation time and costs). To show how well the iterative algorithm works, we apply it to design CGHs
to be used in free-space optically interconnected multiprocessor parallel computing systems based on twin
butterfly architectures.

II. Iterative algorithm

The iterative design method used here is an
error-reduction algorithm known as the Gerchberg +40-
Saxton (G-S) algorithm [1]. The algorithm gener-
ates a phase only CGH given a set of input and
ouput amplitude distributions (laser beam profile CU 30-

and desired interconnection pattern). The algo- 32 32

rithm begins by generating a random phase mask.
This initial phase function is multiplied by the
amplitude distribution of the incomming beam to ) 16 16

yield a complex wavefront in the CGH plane. A C-
Fresnel transform propagates this wavefront to the
processing element (PE) plane, where the result- • 10

ing amplitude is replaced by the interconnection 8 X 8

pattern, while the phase distribution is kept. An
inverse Fresnel transform propagates then this new 0 ...................
wavefront back to the CGH plane. Again, the Number5 of itertions 0

phase distribution is kept and the amplitude func- Nuer of teralgorm

tion is replaced by the laser beam amplitude pro- diffe Cnvergec oiaesf

file, and another iteration begins. different array sizes.

The root mean square error is a good parameter to evaluate the convergence rate of the algorithm. In
Fig.1 we calculated 3 CGHs for increasing fan-out array dimensions. The convergence rate was found to be
closely related to the complexity of the arrays.

II. Non-iterative design methods.
For comparison, we selected the three following non-iterative methods. Our iterative method will be

referred to as the 4'h method.

lo FZP array. A CGH composed of an array of FZPs is described here. They are easy to calculate
and fabricated as phase only CGHs [2]. For N facets in the array, the wavefront to encode is:

N/

E Red - Ret () ( R[ - Z,) 2 + (y -. )
n=O Y TY

where x,, and y,, are the offsets in both directions and X and Y the facet dimensions.
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2o Spatially multiplexed FZPs. The different FZPs are added over the same CGH space [3]. The
resulting amplitude is no longer unity, and the complex wavefront to encode becomes:

N

Am(z, y)- -1(z',) = Z -Eid,')
n=1

The special case where the amplitude is set to unity is case 2a and requires phase only encoding, whereas
the general case is 2b and requires complex encoding.

3o Spatial modulation of Fourier CGH by a FZP. This method requires two steps [4]: First, a
Fourier CGH is calculated to perform the required fan-out in the far-field. Second, this CGH function is
modulated by a FZP.

Al (z, y) • eifiY) .e-r(.2+12)

where A1 and Of are the Fourier CGH functions, and e(I 2 +Y2 ) the FZP.

IV. Performances simulation of the different designs.

A twin butterfly interconnection architecture has been chosen to simulate and compare the performances
of the different design techniques. To implement this architecture, we need to make an array of CGHs, each
providing four irregular interconnections (e.g. a fan-out of four). Fig.2 shows the diffraction efficiencies for
CGHs of different number of phase levels for the 4 designs. The simulations assume perfect etch depths,
alignments, perfectly square cells and uniform illumination. The signal-to-noise ratio (SAM) shown in Fig.3
is an important characteristic of the CGH since it is directly related to the bit error rate. Fig.4 shows
the intensity profiles of the reconstructions from the different one to four fan-out CGHs design methods.
The first case has good diffraction efficiency but poor SAMf, and since each FZP has only a fraction of the
CGH area, the spots become larger, reducing the SANZ (Fig.4.a). Spatially multiplexing FZPs can yield
to very good SNi? when the entire complex function is encoded in the CGH, (case 2b), but the resulting
diffraction efficiency drops dramatically. The diffraction efficiency can be increased at the expenses of SAMi
by encoding the phase only (case 2a). The diffraction limited spots are small because the different FZPs
occupy the entire CGH space (Fig.4.b). Cases 4 gives the best diffraction efficiency and Si?.

The imaging qualities of the CGH in case 3 are deteriorated by aberrations due to the focussing of
all the spots by a single FZP (Fig.4c). This can be avoided in case 2b where each FZP can be optimally
designed to focus each single spot. The sharp uniform spots in case 4 predict good imaging qualities for this
design method.

We have also examined the effects of illumination uniformity on the intensity uniformity of the fan-out
spots. In Fig.5 we simulated the fan-out reconstruction for different input beam waists of an assymetric
TEMoo configuration, typically a laser diode beam (the beam waist is taken along the major axis). Uni-
formity in case 1 decreases very rapidly with the edge facets diffracting very low intensity compared to the
center facets. Case 2.b and 3 have the fan-out information spread all over the CGH area: this yields higher
uniformity than in previous case, but still less than 50% for a ratio of 1/2, (e.g. beam intensity profile trun-
cated at le/). Case 4 has been designed for this particular beam waist: the uniformity remains relatively
high (= 87%) for the considered beam waist before dropping as the other cases.

Finally, the CPU time required for the different CGH designs (Fig.6) is considered. Case 4 requires long
CPU time (depending on the number of desired iterations). Design in case 3 only performs a single FFT and
a FZP modulation, whereas in case 2b all the FZPs have to be calculated (and optimized) over the entire
CGH space. The I' case is the fastest, since each FZPs is calculated over a single facet.

V. Fabrication considerations.

An important parameter in the fabrication process is the minimum feature size. Fig.7 shows the min-
imum feature sizes for different CGHs (for the same interconnection architecture than in IV). These values
have been determined by evaluating the derivative of the phase function. In 3 "' and 49" cases the frequencies
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have been scanned through the calculated CGH. The fabrication costs of such a CGH are directly related
to these feature sizes, since the e-beam spot size can be enlarged to plot large features. If the enlargement
is z times in both directions, the e-beam writing time is decreased by a factor of approximately z 2 (z takes
only some discrete values). The e-beam spot size was chosen to be at least half of the minimum feature size.
Case 1 yield relatively large feature sizes when compared to cases 2 and 4. The very small feature sizes in
case 2b result from the complex encoding.

VI. Experimental results.

Our iterative algorithm as well as the three non-iterative design methods have been applied to the
design of CGH arrays for twin butterfly interconnection architectures. The 4 different CGH arrays have
been realised with electron-beam technology by direct write of 16 phase levels into positive e-beam resist.
Figure 8 shows for each design 4 CGHs out of the 8x8 twin butterfly CGH array for the first stage of the
twin butterfly network.

VII. Conclusion.

We have investigated an iterative method to calculate focussing fan-out CGHs and compared them
to non-iterative design methods. It was found that this method provides the best compromise between
performance and fabrication considerations.
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Introduction
An associative memory is a fault-tolerant content addressable memory system. It can be

applied to restoration or substitution of patterns. The concept of associative memory has been
developed in two disparate fields, namely, neural networks and holography. Associative
memories1, 2 using optical correlators can directly process two-dimensional information. They
have lately attracted attention in the field of optical information processing.

RecentF-,', we have proposed and developed a new type of optical associative memory
system 3.4 using incoherent optical correlators. The proposed associative memory system
consists of incoherent optical correlators and video devices. The system has the following
features:
(1) By using incoherent correlators, the system is easy to compose and to handle as compared

with using coherent ones. In addition, it is easy to produce correlation filters.
(2) Either a binary or gray-level pattern can be processed and associated.
(3) Both auto-association and hetero-association can be carried out.

In the proposed system, multiple-object discriminant correlation filters are used to classify
an input pattern. The filters are calculated from a set of prepared training patterns. It is able to
specify the correlation values between filters and training patterns. Synthetic discriminant
function (SDF)5 filters are typical multiple-object discriminant filters, and they have been used in
the proposed system 3' 4 . However, there is a problem when SDF is recorded on a medium like a
photographic film. SDF has values with a wide range and very gentle gradation. Therefore, if
the gradation of the medium is not sufficiently gentle, SDF cannot be accurately recorded. This
causes error of correlation response of the filter. As a result, the error causes the crosstalk in the
associative memory.

We calculate multiple-object discriminant filters by extended simulated annealing
algorithm 6. They show the expected correlation responses. By using the filters for our
associative memory system, the crosstalkless association results are obtained.
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Optical/electronic hybrid associative memory system
Figure 1 is a schematic diagram of proposed optical/electronic hybrid associative memory

system.
The input pattern on the monitor TV is imaged on CCD camera (CCDI) and displayed on

liquid crystal television (LCTV 1). The pattern is correlated with the array of discriminant filters,
and then the correlation result is detected by CCD camera (CCD2). The filter array consists of
discriminant filters corresponding to the memorized classes. Each filter is designed so as to
classify the input pattern to one of the classes according to the correlation peak value. The
correlation image obtained by CCD2 is displayed on LCTV2. A mask in front of LCTV2 picks
out the correlation peaks corresponding to the individual memorized classes. Since LCTV2 has a
nonlinear I/O response, the correlation peaks obtained CCD2 are nonlinearly transformed into
brightness.

Bright spots displayed on LCTV2 through the mask project the array of recall filters. The
array consists of memorized patterns to be recalled corresponding to individual memorized
classes. Individual recalled patterns are piled up and superposed on the input pattern on CCD1.

The recalled pattern consists of patterns corresponding to more than two classes, because
correlation peaks for some classes have high values. To recall a crosstalkless output pattern, it is
necessary to leave only one correlation peak on CCD2, and to suppress other unnecessary
correlation peaks. In the system, these operations can be achieved by the following processing.

The intermediate processed image on CCD1 during iteration is re-displayed on LCTV 1, and
re-correlated with the array of discriminant filters. Owing to tthe nonlinear characteristic of
LCTV2, the highest correlation peak is amplified more than other correlation peaks. The CCD
camera (CCD3) detects the total power of bright points on LCTV2. The signal of total power
controls the diaphragm of auto-iris-lens (AILI) so as to keep the total power to be constant. By
this processing, the highest correlation peak is left after convergence. Thus, a crosstalkless
recalled pattern corresponding to the highest correlation peaks is obtained on CCD 1.

Array of discriminant filters
To attain crosstalkless association by the nonlinear feedback method mentioned above, the

discriminant filters must satisfy two following conditions:
(1) For a pattern which belongs to one of memorized classes, the filter corresponding to the class

outputs higher correlation peak value than filters of other classes.
(2) For each memorized pattern to be recalled, the filter corresponding to the pattern outputs an

specified correlation peak value, and other filters output zero correlation peak value.
As the filter function which satisfies above conditions, SDF filter is typical. We have used

SDF for the array of discriminant filters. However, SDF has values with a wide range and very
gentle gradation. Therefore, it is difficult to record SDF on a recording medium accurately. This
inaccuracy causes error of the correlation response of the filter, and crosstalk is occured on a
recalled pattern.
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To get the crosstalkless output pattern, we use simulated annealing algorithm to generate a
new filter function with few steps of gray-level. The filter function provide a better correlation
response than SDF. To calculate the filter functions with a few steps of gray-level makes it easy
to control the actual filter function on photographic film.

Experiments
Figure 2 shows experimental results by the proposed associative memory system.

Training patterns are shown in Fig.2(a). In the experiments, we memorize four classes in the
system. The memorized classes are "Circle," "Rectangle," "Star," and "Triangle," respectively.
The memorized patterns to be recalled are the first letters of the words. Figure 2(b) shows input
patterns, which are defective or corrupted by noise. The results of association are shown in Fig.
2(c). It is shown that the memorized pattern of the correct class is recalled for each input pattern
The association time is about 0.8 second. That is limited by the response time of diaphragm of

auto-iris-lens.
In the proposed system a recalled pattern corresponds to the highest peak that appeared on

the correlation plane of the discriminant filters and an input pattern. A winner-take-all on the
correlation plane can avoid the iteration. However, the proposed system functions as the winner-
take-all with no thresholding and no comparing. An output pattern is obtained stably without
crosstalk independent of an input pattern.

The association time is restricted by the response time of diaphragm of auto-iris-lens. If we
can use the auto-iris-lens driving with more high response time, the system can work at TV video
rate.
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1. Introduction
To construct an optical computing system, it is important to develop feasible technique

to assemble a large amount of optical components into a complex system. Recently, several
ideas for three-dimensional (3-D) integrated optics have been proposed to provide high stabili-
ty, high reliability, ease of alignment, and compactness for optical systems.[ 1-41

In most of the 3-D integrated optics, micro lenses are fabricated by the lithography or
ion exchange technique, and their diameters are from 10-3 to a few millimeters. However, an
optical system decreases its space-bandwidth product as decreasing the physical size.[51 In ad-
dition. optical interconnections are advantageous over electronic interconnections when the
distance of interconnects is long in the respect of power and speed consideration.161 Thus, it is
considerable to develop a technique for optical integration in the range larger than a few mil-
limeters.

In this paper, we propose reflective block optics as a new concept for assembly of reli-
able optical systems for parallel optical computing. A discrete correlator is designed and sev-
eral basic experiments are executed to verify the concept.

2. Concept of the reflective block optics
The concept of the reflective block optics is similar to that of the solid optics in which

air space in a conventional optical system is fulfilled with solid medium such as glass to ob-
tain a rigid optical system.f[7 Larger optical systems can be fabricated by the solid optics than
the 3-D integrated optics mentioned above. However, the solid optics has a disadvantage in dif-
ficulty to achieve high refracting power, because the difference between the refractive indexes
of different kinds of solid media is not large.

In the reflective block optics. reflective lenses provide high power usage, compactness.
and ease of fabrication. Figure 1 shows an example of 4-f system using the reflective block op-
tics. To obtain the function of the lenses, concave mirrors made of piano-convex lenses coated
with reflective layer are contacted on a cube polarizing beam splitter (PBS). The light propa-
gates through the homogeneous solid media only. To construct a more complex system, several
kinds of optical blocks are connected in cascade. Linearly polarized light can be propagated
without power loss with the PBS and the quarter wave plates.

Reflective Lens

PBS
Input Plane

Output Plane

-- Quarter Wave Plate
Reflective Filter -,,

f

Fig. 1 4-f system by the reflective block optics.
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(a) Conventional optical system (b) Assembly usl.g the reflective block optics

Fig. 2 Discrete correlator using multiple imaging with lens arrays. L2. U3: Lens Array. SA: Shatter Array.

Distributor Discrete Correlators Combiner
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Distributor Discrete Correlators Combiner

Input Output
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..... ....
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(a) Conventional OpUcal System (b) Assembly using the reflective block optics
Fig. 3 Optical computing system consisting of parallel discrete correlators for optical array logic and
symbolic substitution logic. LI-L6: lens, OFD: optical functional devices, MLA: micro lens array.

3. Applications to digital optical computing systems
Discrete correlation Is one of the basic operations In the digital optical computing tech-

niques such as optical array logic 181 and symbolic substitution logic.19J Figure 2(a) shows an
example of the discrete correlator using multiple-imaging with lens arrays.1101 The correlator
can be constructed with reflective block optics as shown in Fig. 2(b). For arbitrary logical oper-
ation in both of optical array logic and symbolic substitution logic, multiple discrete correla-
tion is required for a single Input Image. An optical system for the purpose is shown in Fig.
3(a), which consists of a distributor, several discrete correlators. and a combiner. The system
executes multiple discrete correlations simultaneously and effectively processes parallel oper-
ations based on optical array logic and symbolic substitution logic. Figure 3(b) shows the sys-
tem constructed with reflective block optics.

4. Basic experiments
Figures 4 and 5 show experimental results of imaging and discrete correlation with a

holographic filter by the reflective block optics. The reflective lenses are made of convex lens-
es coated by aluminum. The focus length and the diameter are 25.95mm and 20mm. respec-
tively. The size of input image is 5mm x 5mm. On the holographic filter, two gratings oriented
to the different directions are recorded by the multiple exposure technique. By the image of the
test chart in Fig. 4(b). resolution of the constructed system is estimated as 16 line-pair/mm.
Figure 5(c) shows the desired result In which the Input Image is split into two, and the images
are shifted and overlapped.
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Fig. 4 Experimental result of imaging by the Fig. 5 Experimental results of holographic
reflective block optics. discrete correlator by the reflective block optics.

Optical Block

aOptical Base
Guide Rail

Fig. 6 Alignment system using guide rails and grooves.

5. Discussion
A Alignment method An easy and precise mechanism Is required to align the optical blocks.
Figure 6 shows an example of the alignment system. The groove of an optical block Is held by a
guide rail on an optical base, so that every components are aligned along the guide rail. The
length along the optical axis is regulated by the size of optical blocks. However, error of the
length is accumulated as the number of cascaded blocks Increases. To compensate the error,
adjusting blocks are inserted.
B. Restriction of incident angle into polarizing beam splitter Since the reflective block optics
is based on PBSs, its allowable incident angle is restricted by the performance of the PBSs.[1 11
Figure 7 shows the calculated result of the dependence of the transmittance of the p-polarized
light and the reflectance of the s-polarized light on the incident angle into a typical PBS with
multilayer. From Fig. 7, assuming that the transmittance and reflectance are acceptable at
more than 85%, the incidence angle within ± 10% is utilized in the optical systems. It is possi-
ble to design a PBS offering larger range of incident angle. 1121
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Fig. 7 Example of the dependence of the transmittance of p-polarized light and the reflectance of
s-polarized light on incident angle into a PBS. The design of multilayer coating is (L/2 H L/2)5 with
np=1.619, nH=2.05, nL=l.38.

C. Str&y light During the experiments of the reflective block optics, ghost Images are ob-
served on the output Image. To avoid such stray light, several techniques should be applied:
for example, cutting the undesired light with a stop, suppressing the internal reflection at the
side of blocks with anti-reflecting coat. and matching the refractive Indexes at the block con-
nection.

6. Conclusions
A new concept for optical assembly, called the reflective block optics, has been pro-

posed to achieve stability, reliability, compactness, and simplification in alignment of optical
computing systems. Using the reflective block optics, optical systems whose space-bandwidth
product is larger than 3-D integrated micro optics can be constructed. Imaging and discrete
correlation have been demonstrated to verify the concept of the reflective block optics. The
resolution is observed as 16 line-pair/mm in the experiment. The incidence angle within
±10% is allowable in the reflective block optics, assuming that the transmittance and re-
flectance for individual polarizing components of a PBS is more than 85 %.

As a future work, reliability related on fabricating precision and signal crosstalk must
be studied as well as construction techniques for more complex optics.
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INTRODUCTION

One of the strong candidates of the parallel
architectures for optical computing is cellular array .
Recently, there were some reports on the cellular logic
array architectures for minary image processing and their
optical implementations 2 , . As a development of our previous
suggestion for the implementation of CLIP architecture4 , in
this paper, we propose a new and unified architecture of
cellular-morphologic two-layer logic array for binary image
processing. The array not only has the image processing
functions more than that available by the conventional
cellular and morphologic operations but also has the ability
to transform images. Moreover, by using the concept of
threshold-decomposition, grey-level image processing is also
possible. A compact optoelectronic system has been developed
for executing the proposed architecture. Theoretical and
experimental studies has indicated its power and versatility
in image processing.

ARCHITECTURE CONSIDERATION

Fig.1 shows schematically the suggested architecture,
which consists of a neighborhood connectivity changeable
boolean voting logic layer and a two-channel pattern logic
layer. In the processing layer of two-channel pattern logic,
the input image A0 and the intermediate morphologic image An
results in an output image A1 and an intermediate connection
pattern A2. In the layer of neighborhood boolean voting
logic, A2 fans out into interconnection with N neighboring
cells according the required connectivity of tessellation,
and then the result is thresholded by a possible level from
1 to N. A voting logic determined morphologic image An is
thus generated. The procedure is repeated iteratively.

The characteristics of the algorithm are: (1) The voting
logic extends the basic morphologic operations into more
general ones. (2) The variable neighborhood connections
leads to flexibility in morphologic processing. Moreover,
image transformation can be realized ýy changing the
connection structures during operations . For example,
symbolic substitution and Hough transform can be easily
performed. (3) Pattern logic provides the possibility for
logic comparison among the image cells and their neighbors.
For a determined structure of neighborhood connection and a
special threshold of voting logic, there are total 512
functions for image processing. A detailed study shows that
only 52 functions are distinct, which are related the
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immediate connection of neighbors or the margin connection
of neighbors. Some of them are conventional mathematical
morphologic operations such as erosion, dilation, closing,
and opening. (4) Grey-level images can be processed in terms
of the threshold-decomposition technique as shown in Fig.2.
The input image is thresholded into multiple channels of
binary cellular arrays, adding the results from the arrays
leads to a processed grey-level image.

OPTOELECTRONIC IMPLEMENTATION

The construction of the optoelectronic 64x64 array
system is shown in Fig. 3. A quadruple-imaging unit with
fourfold-rail spatial coding of input image and polarization
customizing of lenses is suggested to carry out two-channel
pattern logic operations. By controlling the polarization
directions of 4 polarizers, two independent logic operations
can be achieved,' . A defocused unit of coded aperture is
used for neighborhood interconnection 8 , 9 . Thresholding is
performed by electronics 1 0 . Fig.4 demonstrates examples of
experimental results of erosion and edge detection.

The authors acknowledge the supports by the Chinese Academy
of Sciences, the Office of High-Tech, and the National
Natural Foundation of China.
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Logic-SEEDs (L-SEEDs)[1] and symmetric-SEEDs (S-SEEDs)[2] have been obtained
from AT&T Bell Laboratories. L-SEEDs are a smart pixel technology consisting of electrically
connected quantum well p-i-n diodes that can implement complex functions beyond simple
NOR gates. Several experiments are currently in progress which will compare the tolerance to
spatial power variations of L-SEEDs and S-SEEDs[3J. These include quantifying the effects
of the preset[3], differential attenuator[4] and/or offset bias[5] techniques which me used to
provide increased tolerance. In addition to presenting experimental results of the operation of
these devices as arrays of programmable logic gates, we will present a model with which the
optimum operating points for various circuit configurations can be found.

We have recently concluded an experimental study of the characteristics of the S-SEED
array. This has involved quantifying the effects of using different voltages, wavelengths and
powers. The effect of the saturation of the exciton absorption at high power causes a reduction
in contrast from greater than 4:1 at low power to less than 3:1 at 100's microwatts, this effect
is illustrated in figure 1. The effect of increasing voltage is an increase in loop width and contrast.
A static model has been developed to model these observations.

In addition, we have quantified the effect of small translational misalignments on the
effective characteristic. The 3pm diameter beam has been positioned at different locations across
the 5pm by 10pm window and the shape of the characteristic noted. This study reveals the
precision with which it is necessary to align the system. Alternatively, if the setability of the
position of the beams in the windows can be measured, it allows us to quantify the degradation
in the characteristic caused by non-ideal alignment.

The required lwidth and output contrast for conmca operation of S-SEED logic gates
has been the subject of a study[51 which concludes that loopwidth should be maximized and
tolerance is relatively insensitive to output contrast. The predictions of the model were found
to agree with experiment An optical circuit was constructed with which primitive image
processing such as noise removal[6J could be performed. The performance of this system when
spatial noise was introduced was characterised. An example of the results of this investigation
was the measurementof anon-uniformity of 25% and the prediction thatwith this non-uniformity
some of the gates would not operate correctly with the low loopwidth and contrast used. This
prediction was confirmed by experiment.

In addition, this optical circuit was characteized for operational errors at different voltages
and with defocus introduced. Full details will be presented of this c It is found
that it is impossible to get 100% of the 128 data channels working simultaneously. The belief
is that by using L-SEEDs, the tolerance to misalignment and spatial noise will be reduced to an
extent that error-free operation will be possible.

The tolerance to spatial noise of S-SEED can be increased using a technique described in
ref. [4] and in detail in refs. [3]&[5] which requires differential attenuation of the outputs.
Unfortunately, this technique cannot be used if the gate needs to be programmed using the
preset[2J to be either a NOR or a NAND gate. The need with the CLIP architeczure[7J to have
programmable gates has forced us to consider a novel way of increasing the tolerance to spatial
noise:- offset bias. This technique consists of simply leaving the preset beam on during the write
cycle. One advantage of L-SEEDs may be the lack of the need for this offset bias or of a preset.
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The paper will contentrate on recent results which have been obtained with a set-up which
uses custom opto-mechanics to ensure that the stability of the system is adequate to obtain
reproducible results. A photograph of this set-up is shown as figure 2. It consists of a number
of slots in which all the elements are placed. By placing beamsplitters and mirrors at the
intersection of slots, a flexible configuration of several independently controllable
beams(position and power) can be obtained.
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1 Introduction problem. The very same methodology, however, can be
applied to a 3-dimensional OMIN problem by collaps-

Artificial Neural Networks (ANNs) of the type that ing the 3-dimensional problem down to a 2-dimensional
were described by Hopfield [8] are capable of finding problem. Since Hopfield model neural networks can be
good solutions for certain optimization problems [7]. constructed efficiently using an optical system (for ex-
Furthermore, these ANNs can also solve certain con- ample, see [1]), the neural network routing methodol-
straint satisfaction problems, which can often be mod- ogy is particularly appealing for an optical computing
elled as optimization problems that have numerous cor- environment.
rect solutions that are of equal worth. The routing of The neural network router in Figure 1 has two logic
a set of messages through a multistage interconnec- blocks to interface the neural network with the rest
tion network (MIN) can be modelled as a constraint of the communication system. The logic block Logici
satisfaction problem. Generating the control bits that converts the desired message set into a language the
define the routes for the MIN can be a time consuming neural network can understand, namely bias currents.
process that can cause a bottleneck in the system. The logic block Logic2 is required to convert the routing

An ANN has been designed that can potentially solve array solution of the neural network into a crosspoint
the problem faster than conventional means. This neu- form that the interconnection network can understand.
ral network solution, however, is only applicable to a Previous work on utilizing Hopfield model neural
particular class of interconnection network; one that networks to facilitate communication through intercon-
is constructed out of layers of complete or incomplete nection networks can be found in the collection of ref-
crossbar switches. There is no restriction on the con- erences given in [4]. In this paper, we propose a neural
nections between successive layers. But there can be network router which may be optically implemented to
no feedback connections and no connections that skip control an optical interconnection network.
a layer of the interconnection network.

Electronic MINs (EMINs) are usually considered to
be 2-dimensional, while optical MINs (OMINs) are gen- 2 Optical Networks
erally 3-dimensional. However, the structures of both
EMINs and OMINs are such that the routing problem There has been much interest in using optical tech-

is similar in both cases. nology for implementing interconnection networks and
The system being considered will have a set of input switches; for a collection of such work see [2]. Our

ports and a set of output ports that are connected via concern will be on optical multistage interconnection
the MIN. The problem addressed here will be point- networks [6, 9, 10, 11, 12, 14]
to-point communication; no broadcasting will be al- Consider the interconnection network in Figure 3. It
lowed. Additionally, the circuit switching problem is is an example of a 16 x 16, 3 stage OMIN. The ba-
addressed: for an input port to communicate with an sic building block is a 4 x 4 optical crossbar switch
output port, the entire route has to be established and [5,13]. The OMIN has 12 of these switches. Each cross-

maintained for a certain period of time. At the begin- bar switch in the OMIN is connected to each crossbar

aing of each message cycle, an input port can decide switch in the neighboring stages. This MIN is capable
that it wants to communicate with an output port. So of routing any input/output permutation.
for each message cycle there is a set of desired mes- It is straightforward to map the 3-dimensional rout-
sages. The problem is to generate control bits for the ing problem to 2-dimensions. Figure 4 is a 2-

MIN given the message set. dimensional representation of the 3-dimensional MIN
Figure 1 contains a diagram of a communication sys- from Figure 3.

tem with a neural network router. The neural network
router is discussed in [3, 4]. In these references the 3 The Routing Representation
neural network router was applied to an EMIN routing

*also UMIACS, University of Maryland A routing representation for routes in a MIN will now
talso Electrical Engineering, Princeton University be constructed. This representation will be called the
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routing array, and it is the same representation that is voltage of a neuron, Vij,,. At the beginning of a mes-
used by the ANN. In Section 4, the appropriate ANN sage cycle, the neurons have a random output voltage.
structure will be described. The neural network will be If the ANN settles in one of the global minima, the
in a state of minimal energy when the neuron outputs problem will have been solved.
directly represent a legal routing array. A synchronous Hopfield model neural network is

Every message route that can be established through used [7, 8]. The value of r, from [7], was set to 1.
a MIN has a corresponding routing matrix. The The ANN is forced into stable states that are the
columns of a routing matrix represent the stages of the local minima of the energy equation:
interconnection network, while the rows represent the
output ports for each stage of the interconnection net- 1 N N N
work. If aij = 1, the message is routed through output E = -2ZZThVVj -ZVi (1)
port i of stage j. Having aij = 0 implies that the mes- i=1 j=l i1

sage is not routed through output port i of stage j. As Now an energy function is constructed such that the
an example, any routing matrix for the MIN shown in neural network will be in a global minima when it di-
Figure 4 will be a 16 x 3 matrix. Every element in the rectly represents a legal routing array. The deriva-
routing matrix will either be a "0" or a "1". tion of the correct energy function is too lengthy to

The routing array for the set of messages is sim- be shown here; a detailed derivation is given in [3, 4].
ply constructed by treating each routing matrix as a The end result is that the connection and bias cur-
"slice" and constructing a "loaf". The routing array is rent values from Equation 1 are shown here:
a 3-dimensional representation of a set of routes, and
each slice of the array represents a single route. For T(ml,s1,p1).(m2,,2,p2) = (2)
our example, there are two messages to be routed so -(A + C)6m1,m 6

5,1,.2(1 - pl,p2)
the routing array will have two slices. In general, if a
system has m input ports, as in Figure 1, there can be -B6,i,, 26~ip 2(1 -- 6 ,,2)
m slices in the routing array. -D6mim 2[161+i,, 2 d(s2, pl,p2)

Each element of the routing array now has three in- +6.i,.2+id(s1,p2,pl)]
dices. If element aij,k is equal to 1 then message i is
routed through output port k of stage j. We say ai,(3
and aI,m,n are in the same row if i = I and k = n. They Im,0,p (3)

are in the same column if i = l and j = m. Finally, C-D[6,Id(1,mnp)+6o,,S-d(S,p, $m)]
they are in the same rod if j = m and k n.

A legal routing array will satisfy the following three The function bi5 j is a Kronecker delta (6ij = 1 when
constraints: (1) one and only one element in each col- i = j, and 0 otherwise). A, B, C, and D are ar-
umn equal to 1; (2) the elements in successive columns bitrary positive constants. The function d(sl,pl,p2)
equal to I represent output ports that can be connected represents the "distance" between output port pl from
in the interconnection network; and (3) no more than stage sl - 1 and output port p2 from stage sl. If p1
one element in each rod equal to 1. can connect to p2 through stage sl, then this distance

The first restriction ensures that each message will can be set to zero. If pl and p2 are not connected
be routed through one and only one output port at through stage sl, then the distance can be set to one.

each stage of the interconnection network. The second The function am is the source address of message m,
restriction guarantees that each message will be routed while#/3, is the destination address of message m.
through a legal path in the interconnection network. The connection values from Equation 2 are well de-

The third restriction resolves any resource contention fined for a given MIN. That is, once the MIN is de-
in the interconnection network. In other words, only signed, the neural network and all of its inter-neuron
one message can use a certain output port at a certain connections can be calculated. When different groups
stage in the interconnection network. When all three of of input-output ports need to be connected, it is only
these constraints are met, the routing array will provide the input bias currents of boundary neurons that are
a legal route for each message in the message set. affected. Equation 3 quantifies that change.

If the user has the ability to make the output of' a
rod of neurons equal to zero or give a rod of neurons a

4 The Neural Network Router large negative input bias current, then the neural net-
work can provide a fault-tolerant routing scheme. For

The construction of an ANN in which each neuron di- example, if an output port in some stage of the inter-
rectly represents an element in the routing array for connection network is faulty, the user could set the rod
an interconnection network and message set is a three- of neurons that represents that output port to zero.
dimensional structure just like the routing array. Each The rest of the neural network can operate exactly as
ajJ,k of a routing array is represented by the output it did before. Neither the structure nor the weights
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need to be changed. Similarly, this routing methodol- weights never have to change. For a new message set,
ogy could tolerate faulty input ports and broken buses. only certain boundary bias currents are changed.
However, the user must know if a fault exists and where The usefulness of this routing method depends on
it exists in the MIN. the speed of the implementation of Hopfield neural net-

One major drawback of the neural network routing work as well as other requirements of the system. The
methodology is that it requires a large number of pro- fact that a Hopfield neural network can be readily con-
cessors (neurons) to generate a solution. For example, structed in an optical computing environment makes
O(M 2S) processors are required if there are S stages the neural network routing approach quite attractive
in the interconnection network, M inputs, M outputs, for OMIN routing problems.
and M connections between two consecutive stages. For our simulations, the routing performance de-

graded as the MIN size increases and as the number
of messages in a message cycle increases. Preliminary

5 Simulation Results results show that the performance of the neural net-
work router will fall off considerably as the number

A synchronous ANN was simulated and the results are of stages in an MIN increase. However, such results
shown in Figure 5 for routing in the OMIN shown in are dependent on neural network parameters. De-
Figure 3. For the OMIN shown in Figure 3, the neural pending on the implementation of the neural network
network router contained 16 x 16 x 2 = 512 neurons. router, the routing method described in this paper
Each data point in the graph gives the results for a might have advantages over many other routing meth-
set of 1000 message cycles. The x-axis represents the ods in terms of speed. Furthermore, the neural network
number of messages that are to be routed in each mes- routing methodology can be applied to many irregu-
sage cycle. The message pairs are generated randomly lar OMINs that have no deterministic routing scheme
with no input port or output port conflicts allowed, that is any better than an exhaustive search. Thus,
The y-axis represents the expected number of messages it is felt that the neural network routing methodol-
routed in each message cycle. A message is considered ogy is most suitable for establishing routes for irregu-
to have been routed successfully when the neural net- lar OMINs and OMINs that do not have self-routing
work provides it with a legal routing and when the capabilities. While no optical implementation of the
message has no contention with any other message for neural network router is explicitly proposed, such a
an output port on in any stage of the MIN. neural network could be implemented optically.

For the OMIN shown in Figure 3, any I/O permuta-
tion is possible. Thus, any message that was not routed
correctly implied a failure in the neural network solu- References
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1. INTRODUCTION

The ability of neural networks to quickly adapt to changing circumstances is important for applications ranging

from fast recognition of images to adaptive line equalisation for telecommunication systems. Optics offers the

ability to realise numerous parallel, wide bandwidth, interconnections with low crosstalk. In this paper we

investigate the practical design of an optical total interconnection between two planar arrays of optical elements for

use in an optical neural network. Each pixel in the first array of modulators or surface emitting LEDs or lasers is to

be connected to every pixel in the second array of detectors and non-linear thresholding elements. The rapidly

programmable, analogue weights required can be imposed on the optical connections by an electrically addressed,

liquid crystal, nematic Spatial Light Modulator (SLM) placed between the arrays. If the pixels are zmall enough the

light from each pixel in the first plane will diffract onto every pixel in the second plane performing the required

interconnection. This simplistic approach suffers from two drawbacks, the scattering distribution is not isotropic

from each pixel and much of the light is diffracted away from the second array and so results in high loss. A variant

uses a Fourier Transform lens to reduce the length of the system but suffers from the same problems. A second

approach is to use an array of Fresnel near-field holograms between the two planes each redirecting the light from

one pixel in the first plane towards one in the second plane and also focussing the light onto the detector pixel

reducing the loss. However, redirection of light through large angles requires fine resolution features in the

hologram and also is rather lossy when thin holograms are used. A third approach is to use a Dammann far field

hologram, but this requires additional elements, the Fourier transform lenses, which must also be aligned and for

which space must be found. A fourth approach is to place a two dimensional array of refractive microlenses between

the two planes. This approach is used in this paper and has the advantage that such arrays are commercially

available [1].

2. MICROLENS BASED TOTAL INTERCONNECTION SYSTEM DESIGNS

In the "image multiplexer" total interconnection design (Fig. 1) [2] each microlens in an N2 element array is used

to image the whole of the NxN input plane to the output which, ideally, has N4 elements. The SLM is placed next

to the output plane to control each of the N4 connection weights independently. However, it is difficult to realise
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such a high density of elements on the output plane as it will have similar dimensions to the input array and

microlens array due to the short microlens focal lengths. In the "shared microlens" total interconnection system

(Fig. 2) [3] an array of (2N-1)2 microlenses images each of the N2 input pixels onto each output pixel. An

individual microlens connects several inputs and outputs. A similar interconnection system [4] was demonstrated

using pinholes rather than microlenses. The connection weights would be imposed in by placing an SLM at the

microlens array and only independently weighting groups of interconnections passing through each microlens.

Clearly, this would reduce the number of degrees of freedom. We have used the theoretical analysis of reference [3]

as a basis for practical system design. An important practical parameter is the system length, Lwhich has upper

and lower limits caused by diffraction and off-axis aberrations respectively. If the input and output planes are close

to the microlens array, then the off-axis angles for the furthest elements at the comers of the planes are large. One

of the most serious aberrations in this case is astigmatism which increases quadratically with distance from the

microlens axis and which cannot easily be compensated. The upper limit to the system length is determined by the

size of the diffraction limited spot on the output element which increases with system length and depends on the

focal length,f of the microlens. The limit is assumed to be when the Airy disc is the same size as the pixel on the

output plane and also assumes that crosstalk due to the 16% of the focal energy in the sidelobes which fall on

adjacent pixels is acceptable. The upper and lower limits for system length, L, are given below for the image

multiplexer and shared microlens system respectively
d 2 > L > 2N'd/½

2.44);t

d 2 > L > 2Nd/•
2. 44A.

where d is the microlens pitch in the array and I is the dimensionless strength of the astigmatic aberration. If the

microlenses are thin and unmounted on a substrate then I is given by (3n+l)/4n where n is the refractive index of

the photoresist [3]. The diffraction limit is the same for both systems and is plotted as a parabolic function of d in

figures 3 and 4. The astigmatic limit appears as straight lines on these plots of system length against microlens

pitch; the slope of the lines increases as the number of elements in the array increases and as the astigmatic

aberrations in the microlens worsen. For example, if N = 32, then a practical system design would be possible in
the shaded regions in the figures to satisfy the inequalities. The figures show that more elements can be connected

in the shared thin microlens system using a smaller microlens pitch and in an overall more compact system.

3. EXPERIMENTAL MICROLENS EVALUATION

The two most promising types of microlens array for use in the total interconnection system are those made by

ion-exchange [1] and those made by melting photoresist [5-8]. Focal lengths of about 70-1300gim with numerical

apertures of about 0.2-0.5 and lens diameters of about 5-1000gam are possible. However. more detailed

characteristics are required in order to correctly design the system. We characterised 4 commercially available

samples of 32x32 ion-exchanged microlens arrays of pitch 2501am and focal length 560gtm. We also fabricated our

own two dimensional arrays of photoresist microlenses using the following technique. We spun Hoechst AZ 4620-

A photoresist onto a glass microscope slide at a speed of 4500rpm giving a resist thickness of 61pm. An electon

beam fabricated mask of an array of 64x64 circles of 120gtm diameter and pitch 1251im was used lithographically to
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form similarly shaped circular islands of photoresist on the glass substrate. The photoresist was melted at a

temperature of 210 0C on a hot plate for 3minutes and left to cool. During this time the surface tension pulled the
surface into the required convex shape for operation as a microlens. The focal length was found using a microscope

to be 3001im giving a numerical aperture of 0.20 and an f-number of 2.4 in a range also studied in references [6] and
[7]. The complete characterisation of the wavefront aberrations was performed by an interferometric technique [8] for
both of the microlens arrays. Only the results for the photoresist microlenses are shown in Figure 5. A Zernike
polynomial fit to the wavefront (Fig 5(a)) was made and was used to calculate the primary Seidel aberration

coefficients. The ideal diffraction limited focal spot width for this lens size and focal length using 632.8nm
wavelength would be 1.9iim between the first nulls and that found by calculation from the wavefront aberration

(Fig 5(b)) is 3jtm. The 3dB width is found to be 1.6pm. The Strehl ratio was 0.75 for the photoresist microlenses
(i.e. 0.67 wavelength aberration variation in the wavefront, mainly spherical) whereas that for the ion-exchanged

lenses was 0.05 (i.e. a variation of 2.22 wavelengths in the wavefront, mainly spherical). This difference was also
clearly apparent in the point spread functions and in the modulation transfer functions. The primary Seidel

astigmatic aberration coefficient was 25% larger, the comatic aberration coefficient was 82% larger and the spherical
aberration coefficient was 135% larger for the ion-exchanged microlenses than for the photoresist lenses. The ion-

exchanged lens numerical aperture, 0.22 was comparable with that of the photoresist lenses, 0.20 but the aberration
differences observed may not persist as the focal lengths and diameters of each lens are scaled up and down.

4 CONCLUSIONS

Two microlens total interconnection systems and two types of microlens array were evaluated for use in an optical
neural network and results suggest that the optimum microlens total interconnection system would be one

employing photoresist microlens arrays in a shared microlens configuration. Such a system has yet to be
demonstrated. The authors thank Mike Hutley of the National Physical Laboratory, UK for use of the
interferometric measurement system and Sharp Laboratories of Europe Ltd., UK for financial support of one of the

authors, P. C. H. Poon.
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Introduction
Recently, an efficient optical architecture, known as Optical Content-Addressable Parallel Proces-

sor(OCAPP), has been introduced for the efficient implementation of symbolic computing tasks [1]. OCAPP
simultaneously performs multiple equivalence and threshold searches {greater than(G), less than(L), greater
than or equal(GE), less than or equal(LE)} in addition to compound operations such as sorting. Architec-
turally, OCAPP consists of a selection unit, a match/compare unit(MCU), a response unit, a control unit,
and an output unit, see Figure 1 and ref [1] for more details. The selection unit holds n words, where each
word is m-bits long, and contains word and bit-slice selection logic to control which bits participate in
comparisons. The MCU is the central element of OCAPP since it performs parallel comparisons between
the words of the n x m storage array and the 1 x m interrogation register. The results are reported in three
registers, R, G, and L, corresponding to the equals, greater than, and less than operators, respectively.
The output unit transfers words to the output plane which becomes an input of the host system requesting
the operation.

Database processing is based upon the manipulation of tables, known as relations. A relation is a
file similar to ones that contain information about employees in an employee database. The rows of a
relation, known as tuples, are data records about the subject of the relation, such as a single employee.
Referred to as attributes, the data fields of a tuple are the columns of a relation. Examples of attributes
in the employee database are employee name and ID number. A set of operators known as the relational
algebra is responsible for the manipulation of relations and is composed of union, intersection, difference,
selection, projection, and join. The relational operations operate on one or two relations to produce an
output relation. Union, intersection, and difference require equivalence searching of entire tuples while
selection, projection, and join require the equivalence and/or threshold searching of specific attributes.
Since relational operations are applied to the entire table, e.g. several tuples simultaneously, they are well
suited for parallel execution on OCAPP. Due to their inherent parallel nature, relational operations will
realize an increase in throughput when implemented on OCAPP. Improvements in database algorithms are
realized through implementations that further exploit this inherent parallelism.
Extension of OCAPP for High-Speed Database Processing

The OCAPP Database Machine contains a selection unit, a 2-D match/compare unit(2-D MCU), an
equality unit, a threshold unit, a relational algebra unit and a deflection/output unit. See Figure 3 for
details. The equality unit processes the R register used extensively in union, intersection, and difference.
The threshold unit is responsible for constructing the G, L, GE, and LE registers. It is a rather complex
unit due to the use of an improved thresholding algorithm that requires only a single iteration to perform
t thresholds, whereas current algorithms require a iterations, t being the number of tuples in a relation
and s being the number of columns in an attribute. Hence, the algorithm will realize a speedup factor of
s. The relational algebra unit processes the results in the R, G, L, GE, LE registers in accordance with
the rules of the current relational operation to supply the deflection/output unit with the proper electrical
control signals. Deflection in an output unit performs the parallel transfer of words from Relations A and
B to their respective locations in the output, Relation C. This is important because certain algorithms
transfer only a subset of Relations A or B to Relation C. Since the tuples in the output must appear in
consecutive rows, a method of mapping say the third tuple of Relation A to the second row of Relation C is
necessary. Traditionally, this mapping is accomplished through the iterative transfer of tuples of Relations
A and B to Relation C after a comparison is made and the registers are written. However, this reduces
the parallelism of the machine. By transferring multiple rows to the output plane simultaneously, this is
no longer a limitation.
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The selection unit contains an n x m storage array and a dynamic transmissive mask that disables
bits by blocking the light that would propagate to the 2-D MCU. Composed of a 2-D Optical Content-
Addressable Memory(OCAM), the 2-D MCU is implemented with the matrix-matrix multiplier presented
by Gheen [2] and shown in Figure 2. The advantages of a 2-D OCAM are obvious. By performing matrix-
matrix comparisons, the throughput is effectively increased by a factor of n. The matrix-matrix multiplier
is a Stanford vector-matrix multiplier with a linear phase mask that separates rows of the input matrix
(spatial light modulator 1, SLM1) into side-by-side columns in the output plane. The 2-D OCAM reduces
to a 1-D OCAM when the off-axis rows of the input matrix are disabled. In order to access the 1-D data,
a beamsplitter is inserted between SLM2 and the spherical-cylindrical lens combination (S/CLI). As seen
in Figure 2, the 2-D MCU produces the R registers and the unprocessed result of a 1-D vector-matrix
comparison. The equality unit contains a matrix CCD that detects the R. registers from the 2-D MCU and
supplies them in electrical form to the relational algebra unit.

From Figure 4, the on-axis tuple of Relation A, which will be referred to as Tuple A, is copied into
each row of SLM3 in the threshold unit. This allows the threshold unit to compare the unprocessed
vector-matrix data from the 2-D MCU to the comparand, Tuple A. SLM3 is followed by a holographic
interconnect composed of a matrix of sub-holograms, one per bit, that projects in the image plane, each
bit onto those to the right of it. Following the hologram is an optical system that provides spatial filtering
for the removal of the zero-order and conjugate beams in addition to collimating the overlapping diffracted
beams. In Figure 4, the black extension of the optical system is a stop to eliminate the portion of beams
that expand past the extent of the bit locations. SLM4 compares the hologram output with a copy of
SLM3 output which is then focused to a line with a cylindrical lens and detected with a CCD to form the
G register. Throughout the threshold unit, there are four polarizers that eliminate the bits that evaluate
to greater than or less than. The deflection/output unit uses a dynamic transmissive mask and electrically
controlled deflecting optics to individually manipulate rows onto the output relation.

Implementation of Relational Operations on OCAPP
Due to the short length of this summary, we only discuss a single algorithm to illustrate the use of

OCAPP for database processing. We chose the Selection algorithm because it utilizes the major components
of the system. The algorithm selects all of the tuples in a relation for which a criteria is met in a particular
attribute.

Theta represents the criteria and could be any operator of the set: (greater than, less than, greater
than or equal, less than or equal). As an example, we use the selection of employee age in our database
where we are searching for all employees older than 6(01102). See Figures 3 and 4 for more details of
the following discussion. Selection is performed by loading 01102 into Tuple A which corresponds to the
on-axis row of SLM1 while instructing the selection unit to disable the other input tuples. Tuple A is also
loaded into each row of SLM3 in the threshold unit. The attribute field upon which selection is performed,
the collection of employee ages in this case, is loaded into SLM2 of the 2-D MCU. The 2-D MCU compares
Tuple A and Relation B and writes the R register. It is important to note that the data being output from
the 2-D MCU is vertically inverted(upside down). In Figures 3 and 4, the data is kept this way in order to
be physically correct. However, the equality and thresholds units are responsible for re-inverting the data
so that the system input relations and output relation may be compared with ease.

The single-iteration threshold unit operates on the principle that the output of a vector-matrix com-
parison before passing through the final cylindrical lens, S/CL1, is a matrix of information such that each
bit represents equality (denoted by a logical 0) or inequality (denoted by a logical 1). In our polarization-
encoding scheme, a '0' is represented by vertically polarized light while a '1' is represented by horizontally
polarized light. If a bit is dark, then it behaves as a don't care. Elimination of undesired bits is accom-
plished through the use of a polarizer. If the bit-wise comparison evaluates to not equal, it is known that
a mismatch occurred, but it is not readily known whether the bit from Tuple A was greater than the cor-
responding bit from Relation B or vice versa. However, this is resolved through an additional comparison
of the bits that evaluated to not equal with the original Tuple A. This comparison is performed in SLM3
of the threshold unit and may be interpreted as follows. First, the bits that evaluated to equality are
eliminated, accomplished through the use of horizontal polarizer, P1. If two bits, Ai and Bi, are not equal
and the corresponding bit in Tuple A is V0', the output of the comparison is '1'. This reveals on a bit-by-bit
basis whether Bi > Ai or Ai > Bi by the presence of a '1' or '0V respectively.

Normally, one would iterate through the bits beginning with the most significant bit (MSB), in order
to find the first bit position in which a mismatch occurred. The bit positions below this have no effect
and are ignored. Hence, only one bit position is responsible for determining if a word is greater than or
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less than another, the goal being to determine this. To perform this search in parallel , we place a vertical
polarizer, P2, in the path to eliminate the greater than bits, i.e. make them dark. Each bit is projected,
through the use of a holographic interconnect, across each of the bits below it in order to disable them if a
mismatch occurs. The disabling, which will occur in SLM4, occurs because each of the bits that evaluated
to less than will cause a polarization rotation. In addition to eliminating the greater than bits, the less
than bits are eliminated in a copy of SLM3 output simultaneously through the use of polarizer, P3. Thus,
the input to SLM4 is two data planes, one such that the greater than bits are eliminated, the other such
that the less than bits are eliminated. The less than bits cause a ninety degree rotation of a greater than
bit and turn it into a less than bit. Less than bits are then eliminated with polarizer P4. If any bits in a
row are still bright, then that attribute field of Relation B is greater than Tuple A. The L register may be
determined in a similar manner or may be computed from the G and R registers.

The results of the R, G, L, GE, LE registers are then sent to the relational algebra unit which then
supplies the necessary controls to the deflection/output unit so that it may map tuples onto Relation C in
parallel. More details of the architecture will given at the meeting.

Unfortunately, a single NOR array does not support a 2-D single-iteration threshold operation because
it cannot perform multiple NOR operations in a single X-Y location. Since the multiple beams in a 2-D
system propagate through SLM3 at various angles, multiple single-interation thresholds can be performed
in parallel if a NOR matrix and a holographic interconnect are included for each desired row of the input.
In the Selection operation, this is used to perform multiple-argument selections in one iteration because
multiple theta operations can be evaluated simultaneously. This is also very useful for performing extremum
searches (max, min) in a single iteration since the maximum-valued word corresponds to the one with a GE
register loaded with ones. This would ultimately be used to create sorting algorithms that only require n
iterations since a new maximum-valued word is found in each iteration, as opposed to conventional optical
algorithms which require n x m iterations.

Because the execution time of the Selection algorithm is independent of, 1, the number of bits in
an attribute, a speedup factor of 1 can be realized over current optical and electrical Selection algorithms
when theta is an operation involving (<, >,>,<). Since Selection based on thresholding is a highly utilized
function in database processing, this translates into a substantial increase in overall system performance.
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1. Introduction
Today's most powerful electronic computers are capable of processing data at rates reaching or

exceeding hundreds of GFLOPS. These rates can be achieved when the data involved reside in the
main memory of the system which is often the case with numerical applications (matrix operations,
etc). A different family of applications, however, that include data and knowledgebase management,
rely on the computer's ability to process a vast amount of data in a real-time enviroment. For these
input/output intensive applications the performance of the secondary memory system becomes
critical and is usually determined by two factors: storage capacity and data transfer rates.

Among various secondary storage systems, holographic memories offer very large storage
capacity, high-speed parallel data access, and low cost per bit. Access to the data is made by turning
on selected pixels in a large array, which is an inertialess operation. In contrast to the serial output of
magnetic and optical disks, the output of a volume hologram can be two dimensional, which
combined with the absence of moving parts in the read/write mechanism, results in higher transfer
rates that can reach hundreds of megabytes/sec. An additional advantage of holographic storage is its
ability to operate in an associative addressing mode that is always preferable in a database
environment. The above characteristics make holographic memories ideal candidates for database
secondary storage [1, 2].

In this paper, we present the design of a volume holographic system for storage and processing of
data in a relational database environment. Data records can be written and retrieved in parallel. The
associative nature of holography in conjunction with a spatial data encoding scheme allows searches
based on content, and thus, facilitates the implementation of several relational database operations.
After the description of the system and its different access modes, the encoding scheme is discussed
and the steps for the execution of selected relational operations are outlined.

2. Volume Holographic Storage for Relational Databases
The widely used relational database model was adopted because the tabular representation of data

in a relation can be easily mapped on two-dimensional optical processing arrays or pages of a
holographic memory. Figure 1 depicts a volume holographic database system (VHDS) that allows
fully and partly associative searching as well as direct addressing. The database is stored in a
Fe:LiNbO3 crystal. Recent experiments have shown that, using angular multiplexing, 500-1000
holograms can be stored in a photorefractive medium with an acceptable bit-error rate [3,4,5]. Two
spatial light modulators, SLM 1 and SLM2, are required for recording new data and interrogating the
database. Input patterns (data pages) are loaded into SLMI and light from SLM2 provides the
corresponding reference beams. SLMI is two dimensional for the data, and SLM2 is one
dimensional to emulate reference beams coming from different angles. Thus, data are stored using
angular multiplexing. The output of the system is detected by two CCD arrays (CCDI and CCD2).
The electronic output of these arrays can be transfered to the host computer or fed back to the
modulators for subsequent iterations. The entire process is supervised by a PC.

2.1 Data Recording
During the recording phase, a two-dimensional pattern, corresponding to a data page k, is loaded

into SLMI. The k-th pixel is turned on at SLM2 to provide the reference beam associated with the
pattern on SLM1 and is equivalent to the physical address of data page k. In the next step, a new
pattern is loaded into SLM 1, a different pixel is turned on at SLM2, and the new record is stored in
the memory. The recording of two pages is illustrated in Figure 2. When the maximum number of
holograms that can be superimposed in the same volume is reached, the crystal is rotated and data are
recorded in a different part of the medium.
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2.2 Encoding Scheme
An efficient data encoding scheme must minimize the bit error rate and false responses during

selective data retrieval. In a database environment, data are alphanumeric and, in most cases. a data
item is either a letter string or a number. Furthermore, there is seldom a need to distinguish between
upper and lower case letters. Therefore, the set of different character value- can be restricted to
about 50 elements (26 letters, 10 digits, and certain symbols and punctuation marks). If the length of
a record is M characters (bytes), then a record can be represented as an array of Mx50 pixels. In each
one of these arrays, only M pixels will be bright (on) at any given time. 'Me row number i of a bright
pixel will denote its alphanumeric value while the column j will indicate the position of the
corresponding character in the record. A possible encoding scheme is illustrated in Figure 3, where
all the zeros must appear in the first row, the ones in the second row, the A's in the I lth row, etc.

Ibis encoding scheme introduces significant redundancy, but it is expected to minimize noise and
false responses during the search and retrieval of data and allow for a certain degree of error
detection. As an e".ample, consider a scheme that restricts letters to odd rows only. Then, if a
retrieved page contains a I in the pixel (3j), where j is a column of a numerical (and not
alphabetical) data field, we know that an error has oc~cured.
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3. Data Retrieval
As previously mentioned, the system is able to retrieve data pages from the hologram based on

physical address or content. Most of the database operations involve the comparison of a reference
value to all the records in the database and can benefit by a content-addressable memory. On the
other hand, the physical address is required when a specific record must be retrieved.

a) Content-based mode. During associative read, the search argument is loaded on SLMI and
illuminates the hologram. For every data page with an entry equal to the search argument, the pixel k
of CCD2 will be bright. wherc k is the poxsition of the reference source at SLM2 used for recording
that particular data page. in a second step, the output of CCD2 can be fed back to SLM2 to retrieve
the matching data pages.

b) Address-based mode. By turning on a pixel at SLM2, we can retrieve (on CCDI) the data page
that was recorded with that particular reference beam. Only one data page can be retrieved in each
step, but this process can be concluded very fast because it is bound by the response time of the
photodetectors. Since SLM2 is one-dimensional, each one of its pixels can be addressed in paralell.
As a result, the time to switch two pixels is significantly shorter than the time required to load an
entire frame on a two-dimensional modulator. The addresses of the data pages will be provided by
the output of CCD2 or the electronic control unit.
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4. Relational Database Operations
A number of relational database operations can be executed directly with VHDS. The steps

required for some of them are outlined below.

a) Retrieval. When all the data pages of a relation must be retrieved, the physical address of every
page will be used and pages will be read out one by one, converted to electronic data, and decoded
into ASCII characters.

b) Projection. This operation, which requires discarding of specific data fields (columns) of a
data page, can be easily implemented during data retrieval by disabling the output of the
corresponding CCD array cells. The system will operate in the address-based mode.

c) Selection. This operation will be concluded in two phases. First, the selection argument is
loaded into SLM 1, and an associative search is performed to identify the data pages that satisfy the
selection criterion. Second, using the retrieved physical addresses, the qualifying data pages are read
with the system operating in the address-based mode. A selection followed by a projection will not
require any extra time because projection can be performed during retrieval.

d) Binary operations(join, intersection, union, set difference). These operations require input
from two different relations that can be stored in two different areas of the hologram. The records of
the first relation are retrieved and stored in the electronic buffer. Their contents will be used as the
search arguments for an associative retrieval on the second relation. Depending on the operation, the
data pages of the second relation may have to be retrieved sequentially during a third phase.

5. Conclusion
VHDS combines the large storage capacity and parallelism of volume holographic memories with

smart data searching techniques and can provide an attractive solution to the problems associated
with the management of very large databases. The critical parameters affecting the performance of
VHDS are storage capacity, data rates, and overall response time to various queries. Assuming a
page size of nxm, N superimposed holograms in the same area of the crystal, and S different areas.
the total capacity is equal to nxmnxNxS. For N=500, nxmn2' 6. and S= 100, the overall capacity can
reach 3.25 Gbits. The data rate is a function of the frame rate of the photodetectors. If CCD I has a
frame period of TD, then the burst transfer rate is (nxm)Fl'D and for Ti = lgsec, it can reach
65Gbits/sec. The response time of an operation can be expressed in terms of the number of
address-based and/or associative data accesses required. For a selection operation (associative search
followed by an address-based sequential retrieval), the response time depends on the selectivity
factor of a relation which is equal to the percentage of records that satisfy the selection criterion. The
speed up of this approach versus the exhaustive search is inversely proportional to the selectivity
factor.
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I. Introduction

The lowest electronic transitions of many absorbing centers in solid hosts consist of
extremely narrow zero phonon lines distributed over a broad spectral range. Frequency
selective modification - spectral hole burning (SHB) - of such inhomogeneously broad-
ened bands has several potential applications. Using selective recording of holograms,
SHB [1] allows for frequency multiplexed optical memories [2-4], and opens interesting
prospects for high density optical information storage and processing. The principles of
such a molecular processors have been described, demonstrating that multi-color re-
cording materials can be used for frequency multiplexed image recording and simulta-
neously for parallel processing of the stored information [5].

II. Holographic image storage

FT

Fig.1. Selected images of a video movie recorded in a chlorin doped polymer film.

Combining spectral hole-burning and holography [6,7] has led to frequency and
electric field selective image storage [2-4] allowing the storage of thousands of images
within a single polymer film. During recording, the beam of a tunable single mode dye la-
ser is split into reference and object beams and the sample is exposed to the interfer-
ence pattern of the two beams. The integrated diffraction efficiency and the transmitted
signal are monitored by photomultipliers, and the images are recorded using a CCD

camera. The addressing of the individual images is performed by adjusting the parame-
ters "frequency" and "electric field" to the values used during recording. A video movie
consisting of 2100 images was stored in a polymer film, corresponding to a sequence of
80 s duration. Four typical frames retrieved from individual holograms are shown in fig 1.
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The electric field applied to the sample represents a further storage dimension and in-

creased storage capacity [8].

IIh. Logical operations

For specific molecular systems a spectral hole can be observed to split when an
electric field is applied to the sample, and the Stark components of closely spaced holes
can be made to overlap [9]. For example, a pair of holograms can be stored in the fre-
quency - electric field plane in an arrangement as shown in fig. 2, burnt at the same fre-
quency at different electric field strengths. The burning coordinates where the stored
images can be reconstructed separately are drawn as filled circles. The electric field de-
pendent positions of the Stark components are indicated by dashed lines. The regions
where the dashed lines intersect are marked by squares. At these positions a coherent
superposition of the recorded images can be reconstructed, the result of which depends
on the phase properties of the holograms. As shown in fig. 2 two images, a horizontal bar
and a vertical bar have been recorded at different electric fields. The images can be re-
constructed individually by adjusting the recording parameters, (v, El) and (v, E2). The
coherent superposition of the images can be accessed at the frequency positions, v, or
v2, and the electric field, (El+E 2)/2. The results are shown for a phase differences 0 and
m. Constructive interference (phase 0) leads to an increase of the image intensity when
the images overlap, the images are added. Destructive interference (phase difference n)
results in a subtraction of the images. Logical operations corresponding to "AND" or
"XOR" functions can be implemented when appropriate discrimination is applied.

E2 H Wi

0 
-.AP -

IMI gA-: -i---
1V V 2V1  Frequency

Fig 2. Logical operation with Images. The recording positions are indicated by circles. Due to the
Stark splitting of the spectral holes the holograms are made to overlap at the regions indicated by
:he squares. The reconstructed Images show the result of the superposition: constructive interfer-
3nce, when a phase difference of zero was used and destructive interference when a phase dif-
ference of x was chosen.
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IV. Molecular Computing

Logical operations corresponding to "AND" or "XOR" functions can be derived when
appropriate discrimination is applied. In fig 3 a parallel addition using the AND as well as
the XOR operations is shown. Each of the 8x8 patterns represents one bit of an array of
64 octal numbers, each encoded by a specific position within the grids. Bright areas sym-
bolize a digital "1", dark areas correspond to "0". The patterns were transferred to the ob-
ject beam by means of a liquid crystal display light modulator, and were stored in the hole
burning material as holograms. The superposition of two images was performed in thb
material and the results have been obtained by appropriate thresholding subsequent to
the read-out.

experiment result

original

octal number 1 octal number 2

high bit ime srmn.f

discrimin.
ImageP

+ superpos.

H lowbitH U
Fig 3.Parallel addition by means of spectral hole burning. Two arrays of octal numbers

have been stored and subsequently processed using a sequence of "AND" and "XOR"

operations.

V. Swept holograms

The diffraction efficiency of holograms considerably changes when different phase-
shifts are applied as function either of the recording frequency [10] or the electric field ap-
plied to the sample. The hologram phase is controlled by using a piezo mounted mirror
under computer control. Examples of this is shown in Fig. 4, which shows holograms
swept in frequency and phase and E-field and phase. For frequency swept holograms
the long range gratings are suppressed, which decreases crosstalk between the holo-
grams. E-Field swept holograms produce asymmetric Stark-splittings in the field/fre-
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quency plane, with the direction of the splitting determined by the sign of the phase shift.
In addition, E-field swept holograms can produce both constructive and destructive inter-
ference, depending on the field chosen for readout., which makes them ideal for coher-
ent image superposition.

1.0

00.8

10.6."TP V 0.6

So.2 - o.2

N. e l0 .0.

Fig 4. Surface and contour representation of a frequency - phase swept hologram
(left) and an electric field - phase swept hologram (right). Note the different behav-
ior in the wings of the signals.
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1. Introduction

The wide bandwidth of optical communications channels offers the potential for extremely high through-
put for interconnects in both computer communications and telecommunications applications. The utiliza-
tion of this bandwidth typically involves conversion to electronic signals and processing using standard
binary based techniques. We describe two classes of logic primitive which process information in the optical
wavelength domain. It is shown that for implementation of truth table processors, these gates can achieve
computational efficiencies many orders of magnitude greater than that obtained with Boolean logic. We also
discuss the requirements and limitations associated with the described technique.

2. Multiwavelength Information Processing (MIP)

Multiwavelength information processing (MIP) is a technique whereby the complete temporal and op-
tical bandwidth is available to communicate and process information. We focus on incoherent MIP where
information is represented and processed based on the presence and absence of power at discrete optical
wavelengths. There are two components to MIP: the representation and transfer of information, and the
processing of information. The concept of MIP is illustrated through the design of two incoherent codes
and compatible lookup table processors. The codes, described below, are illustrated by example in Fig. (1).
(U(I; Bt):'Unary in wavelength and binary in time. Any combination of d time slots and only one wavelength
per time slot. (BA; Bt): Binary in both wavelength and time. Any combination of d time slots and any
combination of R wavelengths per time slot.

.9•9
*o

I I-- I - - -

To T4 TO Td

Time Time

BB coding UB coding

Figure 1: Examples of UU and BB codes in the time and wavelength domains

Quantities of interest are the information capacity and gain. Assuming that the information channel is
noiseless, the information gain is defined as the ratio between the information capacity for and MIP code and a
temporal binary code. Table 1 summarizes the information capacity, degrees of freedom, and information gain
for the two codes. One class of number representation which benefits from MIP is multivalued logic (MVL).
MVL systems represent and process information in a number radix system > 2. If the optical equivalent
of a multilevel system uses multiple power levels to represent a higher radix number, the minimum spacing
between levels will be defined by shot and thermal noise, resulting in a noise/speed tradeoff. If instead we
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use discrete optical wavelengths to represent the multiple values, the limitations are based instead on phase
noise and wavelength stability of the source.

Code Degrees of Freedom Information Capacity Information Gain
UB R3 d log2 R 0o92 R
BB 2" Rd R

Table 1: Summary of coding information results

3. Optical Set Logic (OSL)

Optical set logic (OSL) processes multiwavelength data as binary coded multi-valued numbers. We
consider numbers which are represented using R wavelengths in a single time slot (d = 1). Multiple single-
slot inputs to a processor are equivalent to d > 1. The representation of 2dR-radix numbers using binary
encoded electronic frequencies has been reported [YAH91]. After completion of the work reported in this
paper, logic gates which use multiple optical wavelengths to code set logic functions different than those
described here were reported [MAH92].

A set of R wavelengths {A} represents a 2R-radix number. An input variable 13 represented by {Xi} E
{A). The complete absence of optical wavelengths is given by the null set {f0}. We define three optical set
logic primitives following [YAH91]: the OSD primitive is the set difference operator (-) in Eqn. (1) and
effectively filters a fixed set of wavelengths given by a local constant {A} from an arbitrary input {Xi}. The
OSG in Eqn. (2) is simply an inverted switching function which passes a set of local wavelengths if there
are no wavelengths present at the input, and has no optical output when any wavelengths are present at the
input. The OSU gate in Eqn. (3) is realized using simple incoherent optical summation. In order to make
cascadable gates, we also desire level restoration which can be implemented using a broadband saturating
optical amplifier. These logic primitives map well to optical and photonic implementation.

OSD({X,});A}) = {X,}-{A} ={X,}f{A} (1)

_ A {A} if {Xi} = {(}OSG({A}; {X,}) = f _0} otherwise (2)

OSU({X1 }, {X 2 ,. .. ,{X}) = {X 1, U {X 2} U3... U {X.} (3)

{X,} = OSD({A}; {X}) = {A} - {X,} (4)

A technique for computing the complement of an optical set logic variable, which requires significantly
less gates than that reported in [YAH91] is described. A dynamic OSD gate, where the local value is the
input and the input is replaced by an optical source with all wavelengths in {A}. The complement is therefore
given by the set difference function as in Eqn. (4). This type of gate can be realized with a device such as
the acoust-optic tunable filter [Smi921.

An example lookup table is shown in Fig. (2). The constants Aij, Bij, and ki are determined by a logic
minimization technique described in [AG68]. The output of this processor has 2 R degrees of freedom. The
degrees of freedom at the output can be increased by using multiple lookup tables to generate a multiple
variable 2R-radix output.

4. A-gate logic

The special case of a unary code in a single time slot reduces to wavelength position modulation (WPM).
WPM can be treated as an R-valued number and processed using a truth table processor constructed with
the optical equivalent of a T-gate [Hur84]. We call these A-gates, and as with T-gates they multiplex local
constants according to the value of a data select, effectively routing the correct truth table values to the
output. For example, a ternary A-gate transfer function is written as A(AD : AA, AB, AC), implying that the
output is a function of the wavelength data select AD given a set of local constants AA, AB, and Ac. For
an R-radix system, the A-gate is operationally an RxI multiplexer. The data select and local constants can
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Figure 2: A two input routing table using the OSD, OSG, and OSU logic primitives

take on values of any one of the R wavelengths {0, A1,...0, AR- 1)}. The truth table and A-gate realization for
a ternary two input processor f(X1, X2 ) is shown in Fig. (3).

_________x__ X2 ' K2 ~ l

)aI X 6 i

5. %1 X. )LPf
. X . I X. %

;L. • 'L2

X' %2 IL2

Figure 3: An example A•-gate lookup table processor and truth table

5. Processing Efficiency

We define the gate efficiency in terms of the number of possible mappings in a truth table performed per
gate. In this paper we assume that the cost or complexity of each gate is the same. While not a complete
analysis, this simplification gives us an idea of how the efficiency of the architecture scales with increasing
radix. The number of gates necessary to realize an OSL truth table processor, assuming that dual rail logic
is used, is r = (d+ 1)2 d+1 + 1. Similarly, the total number of A-gates required are r = R-- . The efficiency
of an OSL based processor is given by Eqn. (5) and the efficiency of a A-gate processor is given by Eqn. (6).

S (2R) 2  (5)
(d+l)2d+1 +I

CA-ge (R - I)(R)R" 
(6)

The optical set logic and A-gate efficiency in terms of number of mappings per gate, are plotted in
Fig. (4) as a function of the number of wavelengths, or radix, R for single and double variables or time slots.
For Boolean gates, the computational efficiency is approximately unity. The extremely high computational
efficiency must be accompanied with several caveats. First, these numbers represent arbitrary truth tables
where no logic minimization has occurred. Secondly, we assume that all degrees of freedom are usable at the
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Figure 4: Gate computational efficiency curves for various combinations of R and d

output for some computational or control process. Third, the complexity of an MIP gate should be much
less than if its function were realized using Boolean gates.

6. Summary

In this paper we describe the concept of multiwavelength information processing (MIP) and two MIP
coding techniques. It is expected that this type of processing can result in improved computational efficiency
and parallelism over that achievable with electronics. We illustrate this concept through the design of two
lookup table processors based on Optical Set Logic and A - gate primitives. The resulting processors exhibit
an extremely high computational efficiency in terms of number of mappings per gate. They also exhibit
characteristics which are amenable to optical and photonic implementation. A primary goal of this work is
to investigate high functionality gates which exploit the parallelism and wide bandwidth of multiwavelength
systems. In the next stage of this work, we plan to compare MIP gates to the computational equivalent of
electronic Boolean gates according to some measure such as volume and power dissipation. This increase in
functionality has the potential to compensate for the larger footprint of optical devices over their electronic
counterparts. Ultimately, the success of any technique will rest on a collection of issues: information capacity,
performance, complexity, realizability, scalability, energy and computational efficiency, and cost.
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In the past decade there have been many proposals for and demonstrations of digital
optical computing architectures [1-7]. Some of these systems offer great potential in terms of
computing speed. However, none of them have utilized the great benefit optics offers in terms of
bandwidth, even though it has been proposed that multiple wavelengths can be employed to
transmit multivalued information in an optical fiber [8]. Optical computing systems that utilize
multiple wavelengths as an added dimension to code information will enjoy greatly increased
capacity and data transmission speed.

To capitalize on the advantages of optical bandwidth, multiwavelength information
processing (MIP) was proposed to code, transfer, and process information [9]. For example, in
MIP an 8-bit word can be represented by the presence or absence of optical power at any of 8
discrete wavelengths, each representing one bit in the word. To achieve parallel computation,
nonlinear optical logic gates that perform independent logic operations on individual
wavelengths are needed. In this paper, we propose and demonstrate several unique concepts
which utilize four-wave mixing in photorefractive media for the implementation of a
multiwavelength half adder. This half adder is accommodated through iterations of CARRY and
SUM operations.

,'9iR)B

X0:%ý ýrysFl gure 2 SIM operation. Beams fronm port A write indexl_ gratings that are x shifted from those written by beams from
Figure 1. CARRY operation. Beams from the left at port B. The net gratings we read by an all wavelength beam
XM-I write index gratings that are read by beams from set fhom the right. The resulting diffraction exits the system
the right at AM . The output exits the system upwards. upwards

In our system, multiwavelength phase matched four-wave mixing is employed to achieve
the spectrally parallel operations of CARRY, and multiwavelength holographic interference is
employed to achieve the spectrally parallel operations of SUM. Since a CARRY operation is
equivalent to an AND gate with a one-bit shift in registration, we utilized simple two-beam
interference to write gratings in a photorefractive media with beams of one wavelength (inputting
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A(AND)B), and then tested for the existence of such gratings by reading them out with another
wavelength (to allow the registration shift), as shown in Figure 1. Here, the two input write
beams would be at ).M-I and the read beam would be at XM. To implement the SUM operation, a
Mach-Zehnder interferometer (MZI) was used in conjunction with a photorefractive crystal to
simulate an XOR gate, as shown in Figure 2. The inputs to this gate were again the beams A and
B, each entering one port of the interferometer. As a result of time reversal symmetry in the
MZI, a 7c phase shift exists between the gratings written by beams from port A and those written
by beams from port B [10-111. Thus, a net grating exists only if a beam from one port or the
other is present, while no grating exists in the absence of beams or in the simultaneous presence
of beams from both ports at the same wavelength. Here, the two input write beams and the read
beam would all be at XM. This produces the XOR gate necessary for the SUM operation.

X,4 ... X,0 X4 ... )L

A kokoN1

B K

_k a
Si

C2 ka = ke(Xl)= ko(=,O)

S2 kb = ke(LN) = ko().N.1)

(a) (b) Figure 4. Anisotropic collinear diffraction. Here, gratings

Figure 3. (a) shows a proposed addition operation for written by ordinary light at XN. 1 are read out by extra-
inputs A and B, along with the coaresponding CARRY ordinary light at AN. All wavelengths in a given beam set
and SUM steps leading to the solution. (b) shows the
corresponding experimental results, enter collinearly. Collinear readout then also results.

To describe the principle of operation of the multiwavelength optical half adder, we
consider the problem of adding two binary coded numbers, A=(0101 1) and B=(01010), as given
in Figure 3a. A 5-bit binary coded word is represented with beams from 5 discrete wavelengths,
X4, X3, X2, )I, )LO, arranged from the most significant bit to the least significant bit. In the first
step of the addition process, an AND operation on A and B with a shift in registration leads to a
CARRY output C1=(10100), while an XOR operation on A and B leads to a SUM output
S1=(00001). In the second step, an AND operation on C1 and S1 with a shift in registration
leads to a CARRY output C2=(00000), while an XOR operation on Cl and SI leads to a SUM
output S2=(10101). Further iterations of this process will yield identical results, so S2=(10101)
is taken as the final answer. It is seen that a wavelength conversion is needed to perform the
CARRY operation. That is, if X3 and XI are present in both inputs A and B, then X4 and X2 will
be present in the CARRY output (the X3 and XI input beams are thus converted to output beams
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at X4 and X2, respectively). Nonlinear optical devices are ideally suited for such wavelength (or
frequency) conversion via Bragg matched diffraction, where a beam at XN can read a grating
written by beams at XM (M = N-1 in the CARRY, and M = N in the SUM). One must remain
cautious, though, to maintain spectral independence so as to avoid readout cross talk between
bits of different wavelength (e.g., in the CARRY operation, a beam at XN should only read
gratings written by beams at XN-1). Optical four-wave mixing in photorefractive media ideally
fulfills these requirements of wavelength conversion and spectral independence.

In multiwavelength four-wave mixing in a photorefractive media, the input beam sets
A(L4, X3 , X2, X•, X0) or B(04, X3, X2, XI, ;Lo) can enter the crystal in a number of ways. One
way would be to allow the write beams at XM to each enter the crystal at unique angles OM. The
readout beams at XN would then enter the crystal at the appropriate phase matching angles ON, as
in Figure 1. Another way would be to have each input beam set propagating collinearly, as they
would if they had been transported down an optical fiber. In this manner, even though the
various wavelengths from a given set have the same crystal entry angle, the respective index
grating wave numbers written between the beams from A and B would all still be unique since
each of the (X4, X3, X2, X 1, X0) are unique. Performing the readout process for the SUM
operation (where the input beam sets A and B enter the two input ports of a Mach-Zehnder
interferometer) would then be a matter of simply counter propagating the beams from one arm of
the interferometer with a beam containing all of the (X4, X3, X2, X1, Xo) also propagating
collinearly. In the CARRY operation, one could read index gratings in one of two ways. The
first way would be to angularly tune the readout beam set wavelengths at XN to phase match the
index gratings written by the write beams at XNN-1. In this manner, the output beam set would not
be collinear, which would be inconvenient for coupling into waveguides. A second approach
would be to utilize orthogonally polarized read beams in an optically anisotropic media.

Referring to Figure 4, we consider the momentum matching (Bragg) condition in K-space
for a negative uniaxial crystal with ordinary write beams and extraordinary read beams. In this
arrangement, the wavevector circle for write beams at XN-1 must intersect the wavevector ellipse

for a read beam at XN where phase-matched readout is to occur from a grating wavevector KN- 1.
From a given angle of incidence 0, and a knowledge of the crystal's refractive index variations as
a function of wavelength and polarization state, the entire set of write and read wavelengths are
determined once one particular wavelength is chosen. For example, in SBN at an internal angle
of 0 = 70 degrees, choosing X0 = 500 nm forces X I: 499.67 nm, which forces X2 = 499.34 nm,

which forces X3 = 499.01 nm, which forces X4 = 498.68 nm. These wavelengths are
approximately 0.33 nm apart. For practical applications, the total wavelength spread, XLSB -
XMSB, must be small enough so as to avoid significant propagation phase delays due to group
velocity dispersion if fibers are to be used, yet large enough to avoid significant crosstalk
between various readout wavelengths. To satisfy these restrictions, we suggest the use of
reflection gratings in a photorefractive media such as SBN.

To demonstrate the CARRY and SUM operations, we utilized the experimental set ups
shown in Figures 1 and 2, respectively. Our light source was an Argon ion laser operating
multiline. From this we chose the five strongest lines such that X- = 514.5 nm, X1 = 496.5 nm,
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X2 = 488.0 n1m, X3 = 476.5 nm, and X4 = 457.9 nm. All of these beams were extraordinarily
polarized. The average coherence length for any given line was about 12 centimeters. SF10
prisms were utilized to separate the wavelengths, and shutters were used to determine a given
input beam's logic state. Our photorefractive crystal was 4% MgO doped lithium niobate, about
8 millimeters on each side. In both the CARRY and the SUM operations, the external full beam
write angle was 25 degrees. For the CARRY operation, neutral density filters were used to
balance the powers of all of the read and write beams to about 40 mW each. An incoherent
optical bias was introduced to the crystal so as to reduce the output signal strength variations as
various write beams were turned on or off. Resulting read beam diffraction efficiencies were
around 1% for index grating modulation depths around 4%. To implement the SUM operation,
we utilized a Mach-Zehnder interferometer (MZI) XOR gate as shown in Figure 2. Specific
wavelengths chosen to be present in the input beam sets A(X4, X3 , X2, X1, X0 ) or B(X4, X3, X2,

X 1 , XO) were selected using prisms and shutters, while collinear propagation of the beams in a
given beam set was achieved by retro-reflecting each beam after it passed through a prism and a
shutter. The net grating set in the XOR gate was read by a beam containing all wavelengths
propagating collinearly, with a total power of 500 mW, while the total write beam power was
100 mW. The distributed power between the wavelengths was that which exited the laser.
Diffraction efficiencies were again around 1% when a beam from one port was on, but about
0.04% if beams from both ports were on. Figure 3b shows a multiple exposure photograph of the
various stages of half adder operation in accordance with the states specified in Figure 3a.

In conclusion, we have proposed, analyzed, and demonstrated a mulitwavelength optical
half adder. To our knowledge, it is the first demonstration of digital optical computing utilizing
spectral parallelism in the optical domain. It demonstrates the use of photorefractive materials to
achieve CARRY and SUM operations via optical four wave mixing.
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We demonstrate the first experiment of multiple-storage of computer

generated holograms (CGHs) in a volume holographic storage medium. The
motivations for this direction are (I) realization of an interface between an

electronic computer and a volume holographic data storage, and (II)

storage of artificial data, which does not exist as a two or three

dimensional object (for example, phase-only filters). In the first application

the use of CGHs gives a useful degree of freedom that introduces adaptivity

in the holographic-recording process, and enables a user to compensate

for imperfections in the recording system (while keeping the desired data

unchanged). The second provides a convenient realization of complex

filters for image-processing purposes. The field of computer generated
volume holography was pioneered by Pugliese and Morris(l) who stored a

single CGH in a photorefractive (PR) crystal. Their results suffered from

problems associated with thin holograms( 2 ), such as high diffraction

orders, which were eliminated only at the expense of resolution in the

reconstructed data page.

We demonstrate the loading of planar holographic data from a computer

Random Access Memory (RAM) into a holographic storage medium (a PR

crystal), and subsequent conversion to volume holograms which display all

the advantages of volume holography( 2 ). Furthermore, we suggest a

method of to speeding-up the data loading process, by encoding more than

one hologram at a time on the "data converter" (electronic to optical), i.e.
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on the SLM, and transforming it to multiple volume holograms, recorded

simultaneously in the volume storage medium. Finally, we demonstrate a

convenient method for conversion of wavelength multiplexed holograms

into angular multiplexing.

Our experimental setup is sketched in figure 1. The data-loading process
starts in the computer RAM. A data page in RAM is defined as a digital
matrix or, alternatively, by an analog image. The data is transformed into a
hologram, designed to be borne on a known "carrier" light beam, and to be
reconstructed by another known readout beam. The SLM used in this

experiment is a magneto-optic SLM with 128x128 pixels. Since it is a
binary low resolution SLM, we find that coding a CGH by the Projection
Onto Convex Set (POCS) algorithm( 3 ) is a rapid and efficient method. The
CGH is transmitted from the computer to the SLM, and the light beam
illuminating it reconstructs the data. Since the SLM is a thin hologram, the
light diffracts off it into multiple orders of diffraction, each (apart from the

zero order) bears all the data.

An essential issue is the conversion of the computer generated planar

hologram into a volume hologram. Incoherent imaging of the hologram
from the SLM onto the volume recording medium, may change the
distribution of the information throughout the volume (owing to a varying
fringe visibility along z), but the overall contents of both holograms are in
principle identical. The immediate implication is high diffraction efficiency

at the expense of resolution or vice-versa(l).

We demonstrate a method for converting a planar hologram into a
volume hologram, by utilizing the diffraction properties of a coherent

image-bearing optical beam. The principle is that all the data is borne on
each one of the diffraction orders of the reconstructed planar hologram
from the SLM. Therefore, imaging the CGH from the SLM onto the storage
medium is not necessary, and one may use a single diffraction order with
no loss of information. The zero order of diffraction reacts as the reference
in the recording process, and the resultant interference grating is tilted
with respect to the optical axis. The stringent condition for imaging the CGH

onto the storage medium is therefore relaxed to an overlap requirement of
the zero and, say the first, diffraction orders. Good visibility is hence
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displayed over a range that is much larger than the focal depth of the
imaging system.

We pursue the properties of volume holography, by demonstrating
simultaneous recording and reconstruction of two wavelength-multiplexed
holograms. The original "data pages" were the letters S and T, and their
computer-generated holograms were carefully designed, in accordance
with Bragg and Snel laws, to be reconstructed each by a different
wavelength: (T by a red HeNe laser, and S by an Ar laser at Xz=0.514Itm),
from the same angular direction (see Figs. 1,2a). The holograms were
superimposed, transmitted to the SLM, and imaged onto the PR crystal
(BaTiO3). The imaging system de-magnified the CGH to a density of 1280
lines/mm in the PR crystal, yielding a wavelength selectivity of AXIA for
interaction length of L=7mm. The reconstruction was performed by the

appropriate laser beams, which were incident upon the crystal from the
same direction. Since both holograms were converted into the "tilted"
volume holograms simultaneously during the recording process, each one
of them acquires a different tilt angle, due to the different periodicity. The
reconstructed images emerge with an angular separation of 1.40, owing to
the combined effect of a different tilt angle and Bragg matching in the
presence of chromatic dispersion (n varies with X). Fig. 2a shows the

diffraction from the tilted volume gratings, and demonstrates the dual
wavelength and angular separation.

The experimental results are shown on Figs. 2b-d. Figure 2b shows the
"double" computer-generated hologram, and Figs. 2c shows the direct
reconstruction from the SLM with the HeNe laser only. The SLM acts as a
"sampler" due to its binary grid, and by spatial filtering we stored four
holograms simultaneously, each yielded one letter of the four located on

the right hand of the optical axis (see Fig. 2c). Being a thin hologram, the
SLM does not possess the wavelength selectivity of a volume hologram,
and hence the single laser readout beam reconstructed all the images, of
which the first four from the lower half plane are shown in Fig. 2c. Figure
2d presents the simultaneous reconstruction from the volume hologram
(PR crystal) with the HeNe and Ar lasers.
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Fig 1 The experimental setup for computer generation and recording of
volume holograms.
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ELg,_2. (a) A detailed sketch demonstrating the reconstruction and its angular
dependence upon the tilted wavelength-multiplexed volume holograms, (b)
the binary computer-generated hologram, (c) the direct reconstruction from
the SLM with an HeNe laser, and (d) the reconstructions from the volume
holographic medium with the HeNe and Ar lasers simultaneously. The right
image (T) is red, while the left image (S) is green.
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Introduction tures. Typically, the width of each gate has been limited

High speed, low power, "smart" DANE pixels are by the FAN-IN. The use of photonic interconnect tech-
being developed to implement 2-D arrays ofN-bitBoolean nology permits significantly more intensive computa-
multiplications by DeMorgan's operation on wide-word tions at each gate delay level. Current algorithmic struc-
FAN-INs coupled with N4 global free space optical tures utilize extensive pipelining. Implementation of wide
interconnects. "DANE" is an acronym that refers to the word FAN-IN allows a reduction in computational pipe-
GaAs "smart" pixel which [1] detects light, [2] amplifies line delays.
the result, [3] negates the result (inversion) and [4] Cmits Figure 2 shows a simple example of a "smart"
the resultant Boolean value through the output laser. interconnect where the FAN-IN is N bits wide. When an

arbitrary digital wide-word is represented in its comple-
DANE: Detection, Amplification, Negation, Emission mented form, the detector acts as an OR gate, literally

performing a Boolean summation on the wide-word.
After electronic inversion and laser emission, the output

Hff light represents the N-bit AND product of the input bits.
MSM SEL fJf)r' Consequently, a single gate delay with 64 bit AND gates

h41 oPCAL ! ! Mr oPnA is possible. These structures may be arbitrarily expanded to

POOWM POWM any digital function required such as wide-word addition,
(-V) counting and floating point multiplication structures.

One DANE cell provides: 8 
t 

1.0
C Cumnt amplficarion

*Thelvakioing
i nversion or negation Optical input Power 2• .

•Emission (P W) rI-_

Figure 1: Simple example of a DANE cell -

DANE switching technology is focused specifically +r-
I 2 3 N

towards the implementation of digital computing by
augmenting the limitations of GaAs through the use of = aa2 a]... %
free space, "smart" optical interconnects. Compared to Figure 2: Simple example of "smart" interconnect which dem-
other smart cell approaches, the technological motivations onstrates DeMorgan's theorem on free space optical intercon-
are significantly different and unique because DANE nects to achieve a wide input AND function

device technology is architecturally driven. This high
speed switch is readily implemented with conventional "Smart" Global (N') Optical Interconnects
GaAs monolithic structures using processes compatible Production of Minterns
with E/D MESFET fabrication. The logical functions performed by the combination

of DANE and "smart" interconnect are Shannon's
"Smart" Interconnect Algorithmic Efficiency minterms (functionals) at the photodetector array and the

The ability to perform wide-word FAN-IN allows summation of minterms or complete instructions at the
implementation of digital combinatorial algorithms which logical summation of the laser array. This is shown
are currently not implemented with lower FAN-IN struc- diagrammatically for ID inputs and outputs in Figure 3.
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I D individually addreased
law diode array Holograms fixed -

for arbinq global interconnects '10 44.a
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minterrms

NV- A"05.0 cI
D-DL Dd DANE W p-

.V P)switching fuifctions (V (-.. ~y DAM-. .0--DA

Figure 3: Global interconnects forming minterms, Figure 4: Single stage global free space "smart" interconnect
parallel output forming arbitrary switching functions module utilizing DANE optoelectronic computing devices

Production of Arbitrary Switching Functions forming arbitrary minterms.

The cylindrical lens shown inFigur: 3, placed between 4-Dimensional Switching Function Cakulation

the DANE and the output detector array, represents the A second holographic optical interconnect element

most primitive (parallel) method of forming arbitrary (HOLE), as shown in Figure 5 has the capability (subject to

switching functions. Summation of rows or columns of implementation constraints) of providing the summation

functionals at the DANE matrix output in the vertical (or over K * L minterms onto a detector plane. The summations

horizontal) direction can be achieved with this simple for each individual detector are individually specified by the

cylindrical lens. The summed light is detected by the second HOIE. This true global interconnect is described by
photodiode array producing Boolean summation by using the equation below where KL and MN are thetwodimensions

a 0 - 1 threshold. The output Y, of each photodiode thus ofbothDANEmatricesrespectively, andU is the number of
represents a complete logical function or sum of products. independent input signals.

For parallel output, the logical function length is

limited to k or I (depending on the lens orientation): Y {3)
Kk = I=I I= I = ij ij,kl TI~m 3

Yt =k 1{j 11T_ (1)Y1 N = ti~kl

SThis architecture allows implementation of a larger

FAN-IN which allows more than K or L minterms to be
A spherical lens would provide summation of all selected summed at each detector. For global output as shown in

minterms in both k and I dimensions, but only toonedetector. Figure 5, the GIBP is dependent only on the interconnects
and the input bandwidth.

4-Dimensional Minterm Calculation Consequently, for an I*J input array DANE matrix

The optical scheme in Figure 3 can be generalized. As and K*L holographic matrix, up to N4 interconnects may

shown in Figure 4, it is possible to expand both the k input be accessed ourglobal interconnect scheme. The theoretical

array to two dimensions and the linear holographic optical GIBPof BN' represents the maximum possible complexity

array to two dimensions. The holographic optical array is and the maximum number of realizable Boolean switching

performing a 4 dimensional interconnect. The input is now functions.
written Xu, the control mask is now k and the output may

be written f. where a two dimensional array of minterms Applications
is generated. Each minterm generated in the output array Free Space Optical Bus (3:8 MUX Decoder)

can consist of up to i*j Boolean variables. Equation I can The "smart" optical interconnect technology implements

thus be expanded as follows: a free space n bit decode using a single detector. Active

f'l x I I JI=i x l (2) signal routing can also be accomplished between these

Ii =k == j= 1- x jt same 2n destinations by using a bit serial protocol as in the
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Figure5: Two stages of the HOIE I DANE process allow for a complete set of arbitrary switching
functions to be implemented through global f.ee spae smart optical interconnects

routed signal. The address need only be generated in dual eight outputs: y2 through y,, is used to route a signal s*(t)
rail form and utilize a control mask computer generated to a given location. As the truth table in Figure 6 shows.
hologram (CGH) to implement the connection between the signal goes to one of eight locations depending on the
the address bits and the specific address for each detector, address. This implementation utilizes the available signal
The techniques which are used to implement the 3:8 sources with an efficiency of 50%.
decoder illustrate the principles behind the "smart"
interconnect technology (Figure 6). MCM (Multichip Module) Data Routing

MCM interconnects are rapidly approaching their
•'• s÷• performance limits especially when future GaAs

__" __processor systems are considered. Furthermore, the
number of 1/O connections increase as the die size and

I• ---- MCM complexity become more apparentL Global optical
• ,.•interconnects using computer generated holograms

', mu • (CGH) do not suffer the capacitive loading problems

4 ik 0 0XX IYY$Y4 |q •~

' : •-•• •• •proportional to the speed and FAN-IN / FAN-OUT
II9I*ILLNLLLLI

..... II•LL LSLLLL which limit electronic bus interconnects.
AI N I L LLL ' 181,1

communication problem (Figure 7). "Simple"optical
Figure 6: Digital logic representation of 3:8 MUX of a chip-to-chip level interconnects (poit-to-poin have been
data router (simple BUS sru ctore) suggested by several authors [1-4]. However, for clock

The digital circuit shown in Figure 6 has a 3 bit distribution and point-to-point data transmission, these
address field input represented in dual rail format, ie. x a, interconnects cannot perform processing functions. Using
x2,andx 3, and their complements. The circuit, which has the global interconnect architecture, however, these
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The total gate interconnect in Table I is 47,905 for the
'tizoW. --- 64-bit addition implementation. If a 5 nsec clock is used,

the gate interconnect bandwidth product (GIBP) will be
9.581 x1012. The photodetector arrays allow an optical

Y, signal power per bit of 5000 photons, which corresponds
< ••'to 1.2 f0 per gate. Theoretical signal power consumption

,g• - Y,4 at 10" GIBP is only 100 mW. Total system power
,-, including DANE amplifier power when implemented

should be no more than a factor of 10 above the total optical
Figure 7: VLSI chip-to-chip level communications emission power. Typical silicon gates operate at 10 pJ

which would correspond to a power consumption of 100
"simple" interconnects can now be made "smart". For watts at a GIBP of 10's.
example, Figure 7 depicts the data routing of an arbitrary
signal s,(t) from VLSI chip A to VLSI chip B by address Conclusions
application to the laser diode array on chip A. Previous The integration ofGaAs DANE technology with global
schemes would require changing the masks for each fixed free space smart optical interconnects will:
point-to-point interconnecL In this example, the mask -Provide "smart" pixel technology for arbitrary MCM
never needs to be changed, and yet the data can still be interconnects.
routed through free space. Fourier transform reflective -Increase the algorithmic functionality of GaAs ICs
holograms can also be used to implement the mask and will through free space optical logic.
support interconnects from and to the interior as well as the -Augment GaAs IC interconnect limitations such as
perimeter of the chip, thus easing the on chip data routing FAN-IN and FAN-OUT and delays.
problem. -Decrease the power consumption of GaAs ICs (by up

to two orders of magnitude).
Algorithmic Efficiency and Projected Gate Interconnect
Bandwidth Products (GIBP) Acknowledgements
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Introduction
Through the utilization of an Qptical digital lector matrix (ODVM) processor, a mid range

general purpose/ special purpose processor was designed and fabricated utilizing 8,192 optical
interconnects. Designed to
be retrofitted for a number
of processing applications,
this prototype was specified
to execute 1012 binary

operations/second while
demonstrating near KT limit
performance (5000 photon
level threshold @10-16BER).
Tailored for the textural
pattern recognition algorithm
(TPRA), the ODVM
processor has demonstrated

Figure 1: ODVM platform utilized for Data/knowledge base processingthe ability to scan > 20,000

pages of text/second. This machine addresses the interfacing and throughput issues which are
commonly ignored in high speed parallel ODVM processing. Previous ODVM processors have been
unable to demonstrate the full performance characteristics due to the limitations of the 10 electronic

Tho I rfeed .
Tram slo SemcondctorOptical Vector /Matrix

Seioductor 1conl guti~ois wtdcloped
."- 00 - .. •Logic Families olgiaois\c-tc\e pd

min the 1960's and 1970's.

. uJ The purpose of the
0 • development was to take>1_0 3 I nJ

U o advantage of two features
F 166 ". Photons *:aAs OEIC's 1 pJ which were analog based:

ic a OD high speed and parallel

Quantum global algebraic operations
o 10 111. The development of

10 10 10 6 I3 this trend still exists today
Switching Time (sec) without any significant

Figure Ib: Dissipative power vs. speed for digital logic families including ECL. breakthroughs in teal world
optical digital vector matrix scheme and opto-electronic integrated circuit.
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applications and implementations. However in the late 1980's it was realized that the vector matrix
configurations could be readily adapted into the digital processing area (2,3]. ODVM processing
offers the following advantages: 1) high-low threshold (Because low threshold can come significantly
close to the KT limit lower system power consumption and increased gate densities are realized see
Figure ib). 2)1-N and N-1 interconnect configurations.

In order to achieve digital optical computing, three possible logic schemes are possible:
residue logic, multilevel logic and binary logic [4]. It is our intention to demonstrate a binary based
ODVM processor which is fully functional. By mapping Boolean logic primitives into multiple input
planes and utilizing the inherent ability of the hardware to map the AND, OR, and invert functions,
binary logic can be performed efficiently and can be mapped conveniently into a vector matrix form.
In addition to the binary processor, the ODVM architecture is well suited to N bit equality detection
for text searching of large data bases [5]. The original design of this platform takes an arbitrary vector
64 channels in length and convolves the vector with a 128 variable element matrix. The piedominate
issue of this ODVM platform becomes the 1/0 bottleneck concern. With the recent advancement in
high speed digital electronics, the 10 problem has been solved for this optical platforim. With a
sustainable clock rate of 100 MHz for data throughput, true parallel performance is demconstrated.
This corresponds to a computational rate of 8x101' binary operations/second. A demonstrated
application for the ODVM processor is the wide word equality detection scheme.

N bit equality detection (NBED) text search
Most data knowledge base operations require searching a significant number ot documents

to retrieve and process only a few pages of data vectors. In this application, texttal data is stored
on optical disks, retrieved in parallel, and processed "on the fly" by the ODVM platfoiirm.
Full text search operations typical consist of the following operations as descnihcd in tabhlc 1:

TABLE I. Full text search qiat VonS

1. Count the number of occiirrences of word A in a docmnnt.
2. Search for word A in a doonment, paragraph or sentence.
3. Search for string A and/or string B in a document, paragraph or senten•,-

4. Search for words A and B with an arbitrary numnber of words in betuerj.
5. Search for words A and B with exactly n words in between.
6. Search for the string X'Y (fixed length embedded don t care").
7. Search for the patterns ?X or X? (variable length prefix or suffix "dbn I

8. Search for the patters X.?Y Wvariable length embedded 'don t care').
9. Count the number of sentences and/or paragraphs and/or words in a (A ,,1mjl

Following an approach taken by Guilfoyle [21, optical comparisons can be perfonmed bascd on the
exclusive-or (EX-OR) primitive using dual-rail logic. Two n-bit words A and 1B 3c car .,Il if
A BT + ATB = 0 for each pair of corresponding bits A and B.. Because both the val Lie of thei i i II

bit and itscomplement are needed for the comparison, each n-bit word will be represented by 2n light
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Figure 2: Optical comparison of two n- bit words beams (i.e. the 4-hit word 1011
based on the EX-OR primitive will become 10-01 -10- 10). Using
A, A 2  A- "1 tm O this method, a 00 combination

corresponds to a "don't care"
character, where as the I I
combination always produces a
"not-equal" restult. The coding

_"_ scheme for the two lo,!ical values,

_______I and 0, can be light ~ind no light

___ _____ -respectively.

_ -- _ _As shown in Figure 2, the light

______ -__ - __, beams are superimpposed and
E, focusedon asinglc photodetector

cell which performs the logical

OR (or summation) of all the
beams [3]. If no light is detected, the two words are equal, whereas any level of liht intensity
indicates that the two words differ in at least one bit. The output of the photodetector is clectronic.
Multiple word comparisons can be performed in parallel if a linear individually address,;ihle laser
array and a spatial light modulator are employed (Figure 3).

At any instance in
Figure 3: Vector namix con! muration

time, the word at the i -th column ".7"'... fr multiple word Tpt. . ,mparisons.

of the IALDA is compared to the 4
word at the i -th column of the
SLM-2 array. The result, equal
or not-equal, is recorded on the 1
-th cell of a row of photodetectons. ItT
This configuration allows for m AnT

comparisons of the n -bit words A

to occur simultaneously. AN I N. h l~ecco tl

Figure 4 depicts the opto- P-otodetccior 1.\
mechanical layout that accepts I L.
electronic input into an IALDA
individually addressable laser
diode array bar. The output illumination from the IALDA is collimated through LI A I-()X image
is formed at the output of L2. The first anamorphic relay (FAR,CL1,2,3) collimates aind, expands
each of the 64 spots created at the output of L2 into 64 line images. The FAR provide', uniform
illumination across the 128 time bit aperture spatial light modulator. At the output ol', ii SLM, is
the second anamorphic relay which telecentrically images at 1.81X. Each of the 128 spatn..l time bits
from a given input channel is imaged to one channel of a 128 channel avalanche phoioitde array.
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Source: Individually addressed 2W
Text search Modulated Laser Diode Arraymnp Figure 4:

ODVM

L, CSchematic Layout
CL,

Lz

Multichannel
AO SLMV

TP-.[ • '• • •,,CL. Silicon
Text earchAvalanche

Pholod.ode
object " Array

Performance Specifications:
* System clock rate 100 MHz
Slnput dats re 12.8 Gblts per second
* Peak sca rate 80,SOO pages, text/sec

L gi4cai primitive N bit eVality detection match or no match

In the text search application, the search object which can be up to 128 bits long is input into
the SLM. Data is then retrieved from either electronic or optical data bases and fed up to 32 lines
into the individually modulated laser diode array bars. The lasers are stepped at I(X) million
characters per second. As data is fed into the lasers, it passes through the SLM. Thus 1.28x 10El0
16 bit character comparisons per second are demonstrated. The detector then records the position of
the characters that match and record "a hit" and sends the corresponding "hit" signal !o a query
resolver.

Textural databases commonly contain documents of newspaper articles, case histories,
technical articles etc. Current search approaches include full indexing of the data. However, as the
database increases, the size of the index file becomes prohibitive. Using existing sophisticated
computing equipment, the process is time consuming and expensive. This ODVM platfllnn offers
a solution to this problem because of the inherent bandwidth and speed offered by this system.
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Introduction
Multiple holograms can be recorded in a material by changing either the reference beam

angle [1,2,3] (0 multiplexing) or the recording wavelength (4,5] (A multiplexing). In the
past, 0 multiplexing has dominated primarily because convenient frequency-tunable light
sources have not been available. With the advent of semiconductor and solid-state tunable
lasers, there has been increased interest in A imultiplexing. Crosstalk SNR. calculations [6,7]
indicate that A multiplexing appears to be advantageous since the SNR is independent of
the total number of holograms for A multiplexing, whereas it drops as one over the number
of holograms for 0 multiplexing. The purpose of this paper is to show that, in practice, the
maximum number of holograms that can be stored with either method is not limited by
crosstalk and therefore crosstalk should not be the sole, or even primary, basis on which the
two methods are compared. We begin by showing that crosstalk in 0 multiplexed storage
can be suppressed by an order of magnitude by careful selection of the spacings of the
reference beam angles. We then simulate the effect of noise in the setting of the reference
beam angle on the crosstalk and show that unless this can be controlled accurately through
feedback, this source of noise would be dominant. In the next step, we show that if L is
the thickness and 6 the resolution of the material, then there is an upper bound on the
order L/6 from purely geometrical considerations for the number of holograms that can
be superimposed for both A and 0 multiplexing . We show that when this upper bound
is approached, A and 0 multiplexing yield comparable SNR. Finally, we require that the
SNR for both schemes is the same and compare the number of holograms that can be
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stored in each case. This comparison leads us to the conclusion that the relative number
of holograms that can be stored with a. given SNR is determined by the tuning range of
the laser and/or the spectral response of the material versus the numerical aperture of the
optics used in the 0 scanner and/or the readout optics.

Angular Multiplexing Strategies
Crosstalk between angularly multiplexed holograms arises from non-Bragg-matched

readout of holograms stored at other reference angles by a given readout beam. This
non-Bragg-matched readout has a sinc2 depcndence on the angular mismatch. We can
eliminate crosstalk between a hologram and its neighbor by making the angular separation
between two holograms equal to the distance to the first (or second) null of the sinc function.
Unfortunately, the width of the sinc function varies as a function of reference beam angle.
Therefore, if we select the same angular separation between all the holograms, crosstalk will
result [6]. We will refer to this as the "uniform increment" strategy for angular multiplexing.
We can improve the performance by making the separation between adjacent holograms
variable and equal to the half-width of the sine [inction for any two holograms. In Fig.la,
we plot the minimum SNR. that results with the uniform increment as well as this "variable
increment" strategy as a function of the hIolograim number. From Fig.1, we see that the
variable increment strategy is always superior and for 2,000 holograms the improvement is
approximately a factor of 10.

The SNR calculations in Fig.la are calculated assuming the reference beam can be po-
sitioned with arbitrary accuracy at the designated angles. In practice, there will be uncer-
tainty in the reference beam angle and these deviations can introduce additional crosstalk.
Plotted in Fig.lb is the minimum SNR, averaged for 100 trials, of the reconstructed holo-
grams obtained when a noisy beam deflector is used to set the angle of the reference. The
simulations were done by adding Gaussian noise to the reference beam with a standard
(angular) deviation equal to 3.3 x 10" radians, which is approximately consistent with
the accuracy of our stepper motor when setting the angle of the reference beam using an
optical system with a lens of focal length 300 mi. We observe two trends. The effect of
positioning noise is most serious for relatively few holograms. This is reasonable since for
a large number of holograms the deviations from the ideal zero-crosstalk positions become
larger and the effect of the additional noise is less pronounced. The second observation is
that the variable increment system still outperforms the uniform increment strategy even
with positioning noise, particularly for a. large nmnber of holograms.

Comparison of Wavelength and Angular Multiplexing
For 0 multiplexed Fourier-transform holograms in a 900 configuration with a uniform

increment recording, the minimum SNR is given by [6]

2L f
,NR - AdN' (1)

where L is the interaction !cngth, f is fuz -,d ,, i, Gie ,.tvelengLh, d is the full length
of the output/image plane, and N is the number of holograms. For wavelength multiplexed
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Figure 1: SNR for uniform and variable multiplexing schedule with (a) and without (b)
random positioning errors

Fourier-transform holograms in a 180' configuration, the minimum SNR is given by

__ __ __ 2f 2

SNRA = 2f + 2  (2)• rM,, x + y",.,",

where f is focal length, xa,,,,,x and ,n,,x are half the length and width of the output/input
plane, and d is the full length of the output/image plane. Therefore, for A multiplexing,
the SNR (for N > a few holograms) is independent, of the number of holograms.

We can divide Equation 2 by Equation I and get the ratio of the two SNR's. The
number of holograms that can be stored is proportional to k where 6 is the resolution
of the material. This fact immediately follows from a degrees of freedom argument and
it is also relatively easy to prove for 0 multiplexing. We will briefly show how it is also
true for A multiplexing. The largest optical frequency that we can use is 2c/6 and the
smallest is 2c/L. The selectivity of the A multiplexed holograms to a change in the optical
frequency is 6v = c/L. The number of holograms that can be A multiplexed is therefore
c( - -)/(/L),-. Using this upper bound for N, the ratio of SNRs becomes

SNRA AffN _ Af
SNR9  dL d6(

Typical parameters of f/d = 10 and A 6 6 results in an SNR ratio - 10 when stor-
ing th- maximum possible (geometrically limited) number of holograms. Notice that for
thicker holograms, 0 multiplexing becomnes mo'or favorable. Also, the 3NR epresmioii
for 0 multiplexing was for the uniform incremeit case. Switching to the variable incre-
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ment method improves the SNR for 0 multiplexing while there is no equivalent gain for
A multiplexing.

Another way to compare the two methods is by solving Equation 1 for N, and then
using the SNR,\ from Equation 2 to obtain ati expression for the number of holograms that
can be 0 multiplexed with the same SNR as that. obtained by A multiplexing:

Ld
No - L.f. (4)

A f
Using typical parameters (L ; lcm) results in No - 10'. Also notice that increasing

the thickness of the material increases the number of holograms that can be stored with
the same SNR. However, in fairness, increasing L also increases the A sensitivity which
implies the number of holograms will also increase. Let Av be the spectral width of the
light source and/or the spectral sensitivity of the material. Then the number of holograms
that can be stored with A multiplexing is

N = p v L (5)

We can now obtain an expression for the ratio of the number of holograms that can be
stored with the same SNR for A and 0 multiplexing:

N f (6)

Therefore, it is the fractional spectral bandwidth of the tunable laser versus the numer-
ical aperture of the optical system that carries the stored images that determines which
method can store more holograms in the same volume and with the same SNR.
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Many important problems in pattern recognition have no known algorithmic
solution. These are problems at which biological organisms excel compared to machine-
based approaches in which the rules are assumed a priori. Taking inspiration from living
organisms, the neural network computation paradigm has been used by many workers to
solve problems in which the underlying algorithm is unknown and the required
transformations must be learned from examples. Neural networks have been shown to be
universal approximators in that any function can be approximated to any desired degree
by a sufficiently large neural network. I Optics, with its high connectivity, parallelism,
and large storage capac-ity, has much to offer in terms of future implementations of large
neural networks. In this paper I discuss some recent progress in holographic neural
networks.

Neural network models of computation consist of many simple processing nodes
or "neurons" which communicate with each other via weighted interconnections.
Associated with each neuron is an activation level which is calculated from a weighted
sum of the activity levels of other neurons.

yi(n) ._f ( ).( s-l))

Patterns which are input to the network through the bottom layer are transformed into
patterns which represent the answer to the problem the network is trained to solve.
Many neural net architectures have been designed and demonstrated for various
computing tasks. Techniques have been developed to "train" or adjust the
interconnection weights to solve problems in pattern recognition, vision, and robotic

'K. Hornik, M. Stinchcombe, and H. White,"Multi-Layer Feedforward Networks are
Universal Approximators," Neural Networks 2, pp. 359-366 (1989).
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control. Although the general problem of learning an arbitrary transformation for a
completely random problem has been shown by Judd 2 to be NP-complete (therefore
probably requiring exponential increases in learning time as the problem size increases),
in practice specific problems in pattern recognition involve at least partially structured
data for which the learning time can often be reduced.

Two important parameters which characterize a neural network are the number of
neurons, N, and their connectivity, K, where K is the number of synapses or weights
connected to a neuron. Both N and K should be as large as possible in general purpose
neurocomputers. Pattern recognition problems involving natural data, especially vision,
require large N to handle the large raw input data rate. Abu-Mostafa3 has shown that K
must be large for at least two reasons. First, since the neurons essentially implement K-
input threshold functions, one K-inputneuron with K associated weights is equivalent to
order K2 two-input neurons with 2K2 associated weights. Thus far fewer weights are
required if the neurons have high fan-in and fan-out. Second, in order for a neural
network to learn, the connectivity K must exceed the entropy H of the environment
where H is the log2 of the number of input patterns typically generated by the
environment. H increases as the randomness of the problem increases. Increasing N and
K while maintaining computational parallelism is a daunting task for electronic
architectures due to the 2-D nature of electronic interconnects. Most of the area on
analog or digital electronic neuro-chips is taken up by the interconnects while
implementing only moderate numbers of neurons.

Optical implementations of neural networks are attractive because of the large
storage capacity and, most importantly, the parallel access and processing capabilities of
optics. Optical architectures can exploit 3-D free space interconnects, allowing the in ut
and output planes to be fully populated with highly interconnected neurons (N=O(10 )).
Moreover, an entire weight layer can be updated in one time step. The optical processors
described in my talk use 3-D weight storage based on volume holography. The primary
motivation for considering volume holograms as a storage medium for neural networks is
the potential for extremely high storage capacity combined with fully parallel processing
of the weights during both the learning and reading phases. Motivation for maximizing
these parameters can be found in the potential application areas for neural networks.

Figure 1 is an adaption of a figure which originally appeared in the final report of
the 1988 DARPA Neural Network Study. It shows the potential application areas
mapped onto a 2-D space in which one axis is the storage required in terms of the
number of weighted connections and the other axis is the processing rate required in
connections per second. The corresponding estimated parameters of some biological
organisms are included. A variety of electronic implementations, denoted by open

2S. Judd, "Learning in Networks is Hard," Proceedings of IEEE International

Conference on Neural Networks, San Diego, 1987, p. U1-685.

3y. Abu-Mostafa, "Appendix D: Complexity in Neural Systems," in Analog VLSI and
Neura Systems by C. Mead, Addison-Wesley, 1989.
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squares, have also been added io Fig. 1. (These performance points were taken from an
article by Alspector.4 ) The electronic implementations are, apart from the Sun and Cray
computers, custom analog and digital chips. Some implement learning but some do not.
For non-learning neural network chips, weight values must be learned off-line and
subsequently loaded into the chip. I have added diagonal lines of constant network
update time to the figure. The network update time is the time required for information
to pass from the input of the network to the output via the interconnection weights. For a
trained network, it represents the time needed to recognize and classify an input pattern.
Such a plot is necessarily a highly folded and simplified projection of a high dimensional
reality onto a low dimensional representation. For example, the degree of local vs global
connectivity is ignored as well as the complexity of the neural network. Nevertheless, if
we are careful certain trends can be deduced.

It is interesting to note that potential application areas in robotics, speech, and
vision cluster around the 10 msec network update time line. These applications require
large numbers of weights in order to achieve the complexity required to solve the
problem, but modest solution times of a few milliseconds are satisfactory. The large
number of weights, however, requires very high processing rates to achieve this update
time. Significantly, biological organisms also cluster around the 10 msec update line,
perhaps because they must also solve problems on the same time scale in speech and
vision. With the exception of the general purpose computers, the electronic
implementations have relatively modest storage capacity, although their processing rates
are high. (Ignoring the fact that many of the chips do not have on-chip learning.) This is
due to the 2-D nature of VLSI which limits the number of connections. They therefore
appear most suited to the signal processing applications in which fast update times and
modest storage are required.

In my view optical neurocomputers are complementary to specialized electronics
in that the 3-D connectivity and parallelism of optics permit the implementation of very
large networks with high processing rates and relatively modest network update times
suitable for such applications as vision. In order to fulfill this role, optical
neurocomputers should include, first, large numbers of neurons and weights; second,
distortionless programmable mapping of a variety of neural network algorithms with no
hardware reconfiguration; third, co-processor-type interfacing to a host computer; and
fourth, hardware simplicity for low cost and compact packaging. A number of academic
and industrial groups are developing holographic neural network systems and
components. Some of the recent work will be reviewed in my oral presentation.

In 1992 a prototype laboratory version of a programmable holographic neural
network computer was demonstrated at Hughes Research Laboratories. The Hughes
Simulated Photorefractive Optical Neural Network (SPONN) is based on cascaded
grating holography, a real-time holographic recording technique which greatly reduces
several sources of distortion in holographic neural networks. In SPONN the weights are

4J. Alspector, "Parallel Implementations of Neural Networks: Electronics, Optics,
Biology," Paper WB 1, OSA Topical Meeting on Optical Computing, Salt Lake City,
1991.
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distributed among many angularly and spatially multiplexed gratings. By utilizing a
large fraction of possible grating k-vector values, SPONN reduces crosstalk, improves
holographic image quality, and improves the utilization of the optical input device.

SPONN was built from available off-the-shelf components. Its present and
projected future performances are indicated in Fig. 1. Up to 104 neurons, 2x10 7 weights,
and learning rates of 2x10 7 connection updates per second have been achieved as of
December, 1992. The potential exists for improvement factors of 103 in the number of
weights and 106 in the processing rate. Perceptron, Bidirectional Associative Memory,
and backpropagation networks with a single hidden layer have been successfully
implemented by SPONN. The number of neurons, number of layers, and the neuron
activation function can all be programmed without hardware adjustments. In addition,
the system design requires only a single crystal, input spatial light modulator, and output
detector regardless of the network configuration.

Cascaded grating holography has been demonstrated in photorefractive BaTiO 3
crystals using both visible light (514 nm) from an argon laser and infrared light (830 nm)
from a laser diode. The infrared experiments are important because very compact
systems can be built using laser diode light sources. Although the present laboratory
system occupies a relatively large volume, packaging concepts based on laser diodes in
which the entire system is contained within a volume smaller than a shoe box are under
study.
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Fig. 1. Performance parameters of neural network implementations (electronic--open
squares, Hughes optical--filled square, biological--open circles) compared to
application requirements.
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Introduction
Many optical neural network implementations using vector/matrix multipliers

are based on first order networks in which each input neuron is connected to an output
via a weighted interconnection. However, many interesting problems are of higher
order, for instance translation invariance which is a second order problem [1]. One
approach to solving such problems is to employ second order neural networks, with an
advantage that the required training algorithms are much simplified compared with
cascaded first order networks. This is done at the expense of increased complexity of
interconnection, making the second order algorithm particularly well suited to optical
implementation. Translation invariance has been studied by Giles and Maxwell [2] and
has been implemented optically using Liquid Crystal Display (LCD) technology [3]. We
now report on the implementation of a second order classifier network incorporating
translation invariance, in which asymmetric Fabry-Perot modulator (AFPM) arrays
based on semiconductor quantum wells are being used as optical input devices, to
calculate an auto-correlation matrix and to implement weighted interconnects. The use
of AFPM devices in the network allows for higher speed of operation and marks the first
application of AFPM's.

Second Order Neural Networks.
A discussion of second order neural networks is given in reference 4, with a

detailed discussion of the particular algorithm implemented in this work given in
reference 3. A summary is given below. In a network consisting only of second-order
interconnections, the output yi is given by

N N
Yi = iJTbI I Wk=j+w ijk 'j 'k Equ. 1

where f.h is a thresholding function, W.k are weighted interconnects and Iand u_ are
the terms in a one dimensional input Uector. The thresholding function s usually a
simple step function, y=l for x>O, y=O for x<0. However, during the training phase of
the network a region of y=0.5 for -8 < x < 8 is defined, giving a region of "don't know" to
the thresholding as a first approximation to a sigmoid. The product x. xk correlates all
inputs, yielding the auto-correlation matrix which is symmetric About the main
diagonal. In an optical implementation it is possible to calculate all the terms in parallel
151.

During training, the network begins with small random weights and the
weights are updated according to a simple perceptron rule

Awijk = (ti"- Yi ) xj xk Equ. 2
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where Awijk is the change in weight wijk, ti is the desired training output and Yi is the
output given by Equ. 1. This procedure is iteratively applied until the required training
outputs are produced, at which stage no further changes will occur. Translation
invariance requires that the network be transpareni to translated versions of the
training pattern and is implemented if wijk is the same for all j and k such that k-j=
constant [2] The invariance condition leads to all terms on any one diagonal of the
auto-correlation matrix being multiplied by the same weighting, greatly simplifying the
implementation of weights [3].

Optical Implementation
In implementing the network, AFPM arrays were used as both optical input

devices and weighted interconnects. The devices, grown epitaxially on a GaAs substrate,
consisted of an optical cavity formed by two mirrors of reflectivities 32% and 98%. The
absorption of the intracavity medium, 70 GaAs/AlGaAs quantum wells, could be
modulated through the quantum confined Stark effect, so modulating the reflectivity of
the device. Contrast ratios of -22:1 and insertion loss of -1.8dB were demonstrated with
good uniformity across arrays and also between arrays [6]. Linear arrays of 21 "finger"
patterned devices, each device 80gam wide and 2.5mm long, were fabricated with the
device pattern designed to suit the architecture being implemented.

The optical system for the complete network is shown in figure 1. The input
device array (Array 1) was illuminated with an expanded and collimated beam from a
Ti:Sapphire laser tuned to 857nm, the optimum wavelength of operation of the devices.
Each device was electrically addressed using the digital output ports of a computer. The
image reflected from the devices contained the binary vector being presented to the
network, as shown in the example of figure 2(a). In the working system, the device array
was mount-d at 450 to facilitate calculation of the auto-correlation matrix ) xk. This
calculation was achieved by performing a double pass on the input device, with an
effective 90' rotation of the image between passes. The retro-reflecting prism and
imaging lens 1 shown in figure 1 performed this function [5]. On the second pass, the
device was illuminated with an image similar to that shown in figure 2(a), but with the
incident image rotated. After the second pass the resulting image was therefore the
pixeled image shown in figure 2(b), which is the auto-correlation matrix of the input
vector.

The weighted interconnects w were implemented in this system using an array
of AFPM devices in gray scale opera'on (Array 2 in figure 1). The weighting device
array had to be electrically addressed using analogue outputs from two 8 bit, multiplexed
and latching D/A converters. With the D/A signals controlled from a computer, the
addressing scheme was practical and still allowed for 'on-line' learning in the network.
The simplification of the weighting scheme, as a result of the translation invariance,
allowed a device array identical to the input devices to be used for the weighted
interconnects, since the same weighting factor was required along any diagonal of the
auto-correlation matrix. The symmetry of the auto-correlation matrix also leads to a 2-
fold degeneracy in the matrix, so that only one half of the matrix was used in the
weighting scheme. To implement positive and negative weights, the weighting devices
were time mutiplexed, displaying alternately the positive and negative weights. A
simple lens system imaged one half of the auto-correlation matrix on to the weighting
arrray with a magnification of 42. This array was oriented with the "finger" modulators
running parallel to the main diagonal of the matrix, and so applying a constant
weighting factor to terms along a given line. Figure 2(c) shows a photograph taken from
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Figure 1. Schematic of optical network.

the weights devices when all the terms
in the incident auto-correlation matrix
are binary '1'. In this image, the weight
strengths decrease from a maximum at
the bottom most device to a minimum
value at the 8th device, indicating the
gray scale signals being reflected off the
weights. The top 4 devices in the image
are at the maximum values.

The light from the weights was
focused onto a single detector, summing
the positive and negative weighted
signals. The beam was chopped,
allowing lock-in amplification to be
used and the signal was read by a PC and
thresholded.

Network Operation. Figure 2: Photograph of
As a network with only one

output neuron, this network could be (a) image reflected off input devices.
trained to discriminate between two
input vectors. The threshold function at (b) calculated auto-correlation matrix.
the training phase of operation was

optimised, so that a value of 8=0.02 volts (c) image reflected off weighted
was used with typical measured signals interconnects demonstrating gray scale

of 0.2 volts, and a weight capping value operation.
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of 10 was used. The network was trained to discriminate between pairs of input vectors,
typically converging to a set of weights after 6 iterations of the weights. The vectors were
then subsquently presented to the network to monitor the recognition rate as the noise
content of the input vector was increased. Figure 4 shows a typical response curve
measured from the network as the noise content was increased to 50%, the recognition
rate decreasing as the noise content increases. The recognition rate decreased from 100%
recognition with 0% noise to approximately 40% recognition with 50% noise,
demonstrating the 'on line' learning capabilities of the network and its noise tolerance
in pattern recognition

100

"" 800-

S60
- A Recog.

400 B Recog.040

0 020

0

0 10 20 30 40 50 60
% Noise

Figure 4 Recognition rate by network of trained pair with increasing noise at input.

Conclusion.
We have successfully implemented a second order neural network algorithm,

incorporating translation invariance, in an optical system in which asymmetric Fabry-
Perot modulator devices are employed as optical input devices and weighted
interconnects. This marks the first application of AFPM devices in an optical system.
The implementation allows for 'on-line' learning and shows good noise tolerance in
recognition.
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Content Addressable Networks are a family of neural networks designed for efficient
implementation in optoelectronics and VLSI. Three CAN systems have been constructed for
pattern classification, employing the supervised, self-organized, and tutored algorithm
variations. The experimental systems use planes of parallel binary optical computations for
both learning and recall Experimental results are presented to demonstrate the fault tolerance
of the supervised CAN algorithms. The supervised CAN network was able to learn around
optical errors resulting from noise, stuck pixels, and falling pixels, even when these errors
caused imperfect application of the learning algorithm.

One of the goals of Artificial Neural Network (ANN) implementations is the construction of highly
efficient computational systems. Many ANN models include significant computational requirements' naturally
expressed as highly parallel operations. However, the high precision computation and storage required by these
models limits fully parallel implementations. Practical fully parallel ANN systems require both high speed and high
density implementations.

The Content Addressable Network (CAN) family of ANNs overcome this limitation by reducing essential
network computation and storage complexity, allowing construction of efficient systems employing fine grain
parallelism. CAN networks incorporate a unique learning algorithm enabling development of networks based on
binary arrays and planes of Boolean operations. This reduction allows construction of ANNs with fully parallel.
high speed and high density components.

Three algorithms may be used to train CAN networks as pattern classifiers. The supervised algorithm
trains a CAN network to learn the classification mapping between input and target pattern pairs. The self-organized
model groups patterns within a user-defined le el of similarity. Finally, the tutored algorithm allows a teacher to aid
in defining pattern classes using 'yes' or 'no' responses.

The three CAN learning algorithms have been implemented on an experimental system. Two Liquid
Crystal Televisions (LCTVs) were used as Spatial Light Modulators (SLMs) for optical representation of the
network and data. The system performed optical computations using planes of binary operations, representing the
CAN operations for recall and supervised learning. The supervised CAN algorithm was also tested against various
optical errors as a demonstration of fault tolerance.

The supervised CAN learning algorithm2 solves problems in a manner analogous to the popular
Backpropagation3 training algorithm. Both supervised CAN and Backpropagation may be used to adapt a multilayer
feedforward network to perform a specified classification mapping, and both perform corrections to arrays of
connection weights using an error reduction procedure. The key difference is that the CAN algorithm uses an
intrinsically binary learning procedure to adjust arrays of binary connection weights. Supervised CAN is not a
quantized version of Backpropagation, but a new method for learning on binary weights using the substantially
reduced computation complexity of binary operations.

The following summarizes the supervised CAN network and learning algorithm. A more detailed explanation
is available in Reference 2. An extension of the algorithm allowing learning for multi-valued analog problems is
described in Reference 4. The implemented network consists of two feedforward mapping layers trained on binary
pattern vector pairs. The binary weight layers connect the input vector to the hidden vector, and the hidden to the
output. The hidden vector contains the network's internal representation, allowing a two-layer network to solve all
mapping problems5 . The output vector is compared to the target vector from the training set. Differences between
the output and target are encoded in a binary error vector 6. This error vector is then used to make corrections to the
layers' weights and thresholds. After multiple presentations of the training set, the network converges to the desired



OWC3-2 / 101

mapping.
Since the network and the training set contain only discrete components, the network obtains exact solutions.

The CAN algorithm converges quickly, typically requiring far fewer presentations of the training set to reach zero
error than an equivalently sized Backpropagation network would take to reach a learning plateau. Also, since the
network only makes changes in response to error, overtraining is not possible.

Each CAN layer contains an array of binary connection weights, arranged into rows of neurons, or decision
units. Each row unit has a discrete threshold, with a range equal to the number of weights in the row. When an
input pattern is projected to the layer, the Hamming distance between the input pattern amid each row of weights is
computed using a summation of Exclusive-Or (®) operations. The distance for each row unit is compared to an
adaptive row threshold. If the summation equals or exceeds the threshold then the unit output is 1, otherwise it is 0.

Both the weights and the threshold are changed during learning. To briefly describe the learning procedure,
imagine a single decision unit with a particular connection weight W and input I. The unit makes a decision based
on whether the summation equals or exceeds the threshold. If the output 0 of the unit is in error, the balance
between summation and threshold is incorrect. A correction is made by changing the relative size of one of the
components to produce the correct balance. For a threshold, a correction means an increment or decrement;
corrected weights are complemented. A weight is eligible for correction when the following conditions are true:
The output of the unit is in error (6 = 1), and the connection contribution (W @ I) is the same as the output 0. This
computation for whether a weight is eligible for correction may be done in parallel for all the weights in the whole
layer, and is performed optically in these implementations.

The self-organized CAN network classifies binary patterns based on Hamming distance. The user controls
the granularity of the classification by a tolerance parameter, analogous to the vigilance parameter of the ART 2
network 6. A large tolerance, or low vigilance, allows wider variation between members of the same class.
Correspondingly, low tolerance results in greater numbers of tighter classes. Each class also has an individual
tolerance, allowing some classes to be more exclusive than others. For example, the tolerance could be based on the
number of 1 pixels in a pattern, allowing classes with few 1 pixels to draw tighter distinctions.

The self-organized CAN consists of a single CAN layer. Class templates are stored in a non-distributed
representation as rows in the layer. A query compares the input pattern with all class rows in parallel by computing
the Hamming distance for each class, and the output represents the number of matching rows. When there are no
matches, the thresholds are decremented toward the user defined tolerance parameter. When a single output match
occurs, the query pattern is a member of the matched class. Otherwise, a new class is formed based on the query
pattern. The thresholds are reset for the next query.

The tutored CAN network performs teacher directed self-organization. The network classifies binary
patterns based on Hamming distance from stored class templates. This default classification may be modified by the
'yes' or 'no' responses from the teacher. 'Yes' responses allow the network to perform in a self-organizing manner,
while 'no' responses direct the network to make successive attempts to associate the query pattern. Each 'no'
response requires the network to provide its next best match until a correct ('yes') match occurs. The query pattern
is then committed to the correct class.

The tutored CAN consists of two CAN layers, one for templates and one for template/class association.
The first layer operates similarly to self-organized CAN, allowing a user-defined tolerance for the network and also
for each class template. The first layer is augmented by an enable vector, which is used to suppress rejected
matching templates. The second layer then directs a class template to its corresponding class member. This allows
classes to have multiple templates

The three CAN algorithms have been implemented on common hardware. A single CAN layer was
constructed from two LCTV SLMs between crossed polarizers, a detector array, and electronic control circuitry.
The CAN layer was used consecutively as layers 1 and 2 for the supervised and tutored algorithms.

The optical system computed parallel arrays of the Boolean operations Exclusive-Or and AND. The
computations were performed using polarization rotation. The Exclusive-Or was performed by rotating incoherent
vertically polarized light 0 * or 900 based on the SLM pixel values. AND was performed using 60' rotation. The
data pixels were dual-rail encoded to compensate limitations of the LCTV internal control circuitry. All optical
computations were fully parallel on arrays of pixel data.

The electronics consisted of an IBM AT with 2 image boards, a vidicon camera, and external video support
circuitry. Electronics were used for detection, thresholding, summation, and sequencing. The speed of the network
was limited by the PC bus's slow updates to the image boards. One board handled detector input, the other encoded
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both LCTV outputs. A previous implementation of the supervised CAN algorithm is reported in References 7 and 8.
Several two layer supervised CAN networks were trained using the experimental system. Two networks

sizes were used, one with 25 decision units per layer, and one with 10 decision units per layer. Optical computations
were performed for all the recall and learning operations for weights. (Because of limitations of the LCTV circuitry.
the AND function was performed electronically for the 25 unit network, and optically for the 10 unit network.)
Summation and threshold operations were performed electronically.

The 25 decision unit per layer network was trained to learn 2 pattern pairs in 22 presentations of the
training set. The network is capable of learning up to 25 pattern pairs, but the speed of the PC portion of the
network prevented longer training sessions. The system also learned the pattern set in the same number of
presentations in the presence of a small amount of optical noise which produced approximately 1 error every 3
passes.

The 10 decision unit per layer network was also trained to learn 2 patterns. The network was trained with
and without 3 blocked and 2 damaged pixels of 100 total. The network learned in 10 passes without obstruction,
and in 28, 20 and 8 passes with the obstructions. The different number of passes is an indication of the inconsistency
of the damaged pixels. In a different trial, when optical power was cut off temporarily during training, the system
was able to recover and learn after optical power was restored.

The intentional errors introduced during optical computation affect both network recall and learning.
Errors in computations for one layer are passed to the next during the recall and correction operations. The system
is still tolerant under the supervised CAN training algorithm, even when optical faults cause imperfect network
updates.

The experimental setup was re-used for the self-organized network. The system involved a single CAN
layer with 25 decision units. The network was trained on 20 patterns, representing the first letters of the alphabet in
the 5x5 font used for training the ART 2 network6 . The network was trained at two vigilance/tolerance levels (0.4/8
and 0.6/5) producing class groupings of 4 and 10 classes, with average maximum Hamming distances per class of
7.0 and 1.8. For sake of comparison, the given ART 2 classifications (vigilance 0.5 and 0.8) produced groupings of
4 and 9 classes, with average maximum Hamming distancesper class of 10.8 and 4.3. From the standpoint of
maximum Ilamming distance per class, the self-organizing CAN network produces more effective groupings.

The experimental system was also used for the tutored network. Two CAN layers with 25 decision units
each were trained on the same font, this time including all 26 letters. When the system was allowed to classify along
purely self-organizing principles (only 'yes' responses) the results were identical to the self-organized system. The
system was also trained using both 'yes' and 'no' to divide the alphabet into 3 groups based on pronunciation
groupings (vowel, hard or soft consonant), which are not related to the patterns' image.

The Content Addressable Network learning algorithms allow construction of classification networks by
significant reduction of component complexity. Three members of the CAN algorithm family were implemented on
common optoclectronic hardware, employing planes of parallel binary computations. The experimental supervised
CAN algorithm used optical computations for both recall and learning, as well as demonstrated fault tolerance to
optical errors from noise and damaged pixels. The self-organized CAN algorithm performed pattern classifications
which compare favorably to the ART 2 network, and the tutored CAN system demonstrated optoelectronic operation
of a new type of network. These implementations demonstrate the advantages of the highly parallel, binary based
CAN algorithms in terms of reduced implementation complexity and intrinsic fault tolerance.

References
1. !!echt-Nielsen. R., Neurocomputing. Reading, Mass: Addison-Wesley, 1990.
2 Brodsky, S. A. and Guest, C. C., "Binary Backpropagation in Content Addressable Memory," International Joint Conference

on Neural Networks (1990).
3. Rumelhart, I). E., McClelland, J. L., and the PDP Research Group, "Learning Internal Representations by Error Propagation,"

Parallel Distributed Processing. Explorations in the Microstructure of Cognition. Volume 1. Cambridge, Mass.: MIT
Press (1986).

4 Brodsky, S. A. and Guest, C. C., "Content Addressable Networks for Initialization of Backpropagation." International Joint
Conference on Neural Networks (1992).

5 White, II., "Connection non-parametric regression - multilayer feedforward networks can learn arbitrary mappings." Neural
Networks. 3(5) 535-549 (1990).

6 Grossberg. S., "Nonlinear Neural Networks: Principles. Mechanisms, and Architectures," Neural Nets, 1(1) 17-61. (19m8).
7. Brodsky. S. A. and Guest, C. C., "Optical Matrix-Vector Implementation of Binary Valued Backpropagation." Optical

Society of America Conference on Optical Computing (1991).
K Brodsky, S. A., Marsden G. C., and Guest, C. C.. "Optical Matrix-Vector Implementation of the Content Addressable

Network," Applied Optics (under review).



OWC3-4 I103

o ~utput'7 veto

t t t o .
0 '

T t T t .
Vhreshold Vector w. !

0 6 .o

JOJJJ %

~ N Tutored Classifications

C-0)

atE.,=0mrI

- 0 .m m

z U

V0 0 tpE
0 3-4- U

Output Vectort

eshout Vect~or Matha 0w

1 z
II Enable

>Threshold i

GOz

ft~~ (A__ _ __ _



104 / OWC4-1

Random Interconnections with Ground Glass
for Optical TAG Neural Networks
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1. Introduction
After the first optical implementation of the 1-dimensional Hopfield model had been reported [1], exten-

sive researches have been conducted for 2-dimensional input/out patterns.[2,3] Page-oriented holograms [4] may
achieve fairly large fixed interconnections, while volume holograms [5] or lenslet arrays with spatial light modu-
lators (SLMs) [61 achieve adaptive interconnections. However the volume hologram still requires further
researches, especially on fixing and copying, and SLM resolution is major limiting factor for large scale imple-
mentation for the latter. Recently we had developed an adaptive neural network architecture, TAG (Training by
Adaptive Gain), which utilizes fixed global interconnections and adaptive local gains.[7,81 Performance with
both random and pre-trained interconnections were investigated. In the previous papers we had used page-
oriented holograms for the fixed interconnections. In this paper we show possibility of using ground glass for
random interconnections with much higher diffraction efficiency and interconnection density, and report small-
scale optical implementation of a classifying neural network.

2. TAG Neural Network Architecture
Let's consider a single-layer neural network with Nx.N input neurons and MxM output neurons. For

fully-connected adaptive neural networks one has M2N2 adaptive elements. In our original TAG model the
interconnections are composed of N 2M 2 global fixed interconnections and N2+MM2 local adaptive gain-controls.
[71 For the modified TAG model the local adaptive interconnections were increased to ct (N2+M2) for much
better performance, where (x denotes local connectivity. Fig.l shows this architecture in a simple form. In
mathematical notations output yi, is represented as

yJ = S (yij) , YO = Yv,1 Tik, wktxk, ,(1)
kJI

where xkt and yij denote activations of kith input neuron and ijth output neuron, respectively. The vo, nwk.
denotes interconnections between xkI and y,,, which consists of fixed global interconnection (Tij) and adaptive
local gain-control (wk, and vi,). Here double indices are used for neurons to clarify 2-dimensional nature of the
input/output patterns. S(.) is a Sigmoid function.

We have adopted gradient-dcscent least-square-error minimization algorithm for the adaptive learning.
The total error E is defined as

E l (Ysr - t1,), (2)
2 i,J

where s is an index over classes (input-output pairs), y is the actual state of an output neuron, and t is its
desired state. The partial derivatives may be obtained by chain rule as

dE , / vJ (3)

and
,__ - X / wk.• (4)

dWkJ s

where 8,- and y*j, are output and input errors, respectively, and defined as
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SiT : y,•i - tisi ) S "07;), (5)

88i= ,v Ti.j wk. (6)

It is worth noting that the input error "• and may be calculated by back-propagation of output error, W. This
error back-propagation allows us to extend this model to general multi-layer architectures.

The fixed interconnections may be randomly generated, or obtained from any learning algorithm for stan-
dard input/output patterns. For the former only one random interconnection hardware may be used for a wide
variety of applications, which paves a way to practical implementations. For the latter the local gains may be
trained to adapt to a specific user. Performance per adaptive elements of this TAG model is regarded as better
than that of perceptron.[7]

3. Ground Glass for Random Interconnections

In globally connected single-layer neural networks such as perceptron and Hopfield model, SLM resolution
directly limits achievable input neuron numbers multiplied by output neuron numbers. In our TAG model only
sum of input neuron and output neuron numbers are limited by SLM resolution. However there still exists a
problem for large-scale implementation of fixed global interconnections. The page-oriented holograms used in
Ref. [81 show limited diffraction efficiency and require high-precision equipments for very high-density intercon-
nections.

ADAPTIVE LOCAL ADAPTIVE LOCAl.
GAINCONTROLS GAJN-CONTROLS

T
I y

INPUT FIXED GLOBAL OUTPUT
INTERCONNECTS

Fig.I TAG neural network architecture Fig.2 Diffraction indensity pattern of a pencil beam

id4 St rlcm

Fig3 orelaio btwen ilracedpaters ig4 Stu fr eecrooptc mpemetaio ofTAnmde
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We found cheap ground glass could provide high-density random interconnections with high diffraction
efficiency. In Fig.2 diffracted light intensities of a pencil laser beam from the ground glass is plotted to show
irregular intensity pattern. To make sure random interconnections, in Fig. 3, correlations between intensity pat-
terns diffracted from different ground glass points are shown as functions of distances between points. The high
peak at the center represents auto-correlation, and all other cross-correlations are much smaller than the auto-
correlation. Both figures clearly show random characteristics of the diffractive interconnections with ground
glass.
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Fig.6 Activations of the output neurons during learning. (a) the Ist neuron; (b) the 2nd neuron; (c) the 3rd
neuron

4. Optical Implementation
Fig. 4 shows schematic illustration of electro-optical implementation of the single-layer TAG model. For

simplicity only the forward signal path was actually implemented by optics here. The local gain-controls wk
are combined with input x~j, and displayed at a cathode ray tube (CRT) with grey levels. A Liquid Crystal Light
Valve (LCLV), with its detector side facing the CRT and a uniform collimated laser beam illuminating its mir-
ror side, generates a 2-dimensional pattern corresponding to vtk/xtk. The ground glass diffracts with random
diffraction patterns, and the difiractcd lights are collected by a carge coupled device (CCD) camera. The output
gain-controls v,, are implemented by a personal comlputer (PC). The error back-propagation and gain
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adjustments are also implemented by the PC. However, due to its scalar nature of gradient calculations in Eqs.
(3) and (4), the PC may be easily substituted by 2-dimensional arrays of smart pixels consisting of photodiodes

and electronic circuits. It is worthy noting that neither lens nor hologram is used in this module. The simplicity
of this architecture with ground glass is a big advantage over existing architectures using volume hologram,
lenslet array with SLMs, or page-oriented holograms. For multi-layer TAG one need cascade this module.

In the experiment we chose a simple optical system to classify three 5x6 number patterns, i.e. "0", "1",

and "2". Therefore only 5x6 input neurons and 3 output neurons are required. In practice, to simulate bipolar

synapses, difference between two output neuron values are used.

In Fig,5 total output error, defined in Eq.(2), is shown as a function of learning epoch. Activations of 2

output neurons are also plotted as functions of learning epoch in Fig.6. Both figures show adaptive learning

capability of the TAG model with ground glass.

5. Conclusion

In this paper we have demonstrated feasibility of large-scale electro-optic implementation with TAG
neural network architecture and ground glass. Although more investigations are due for practical and optimal
selection of ground glass particle size, this optical architecture is much more simpler than existing architectures.
Provided 2-dimensional arrays of photodiodes and electronic circuits were available, this TAG with ground glass
may come up with compact solid clecto-optic artifical neural networks devices for classifying large amount of
high resolution patterns.

Acknowledgement: This research was supported by Korea Science and Engineering Foundation.
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Optical Processing in Photorefractive Crystals

John H. Hong
Rockwell International Science Center

MS A25A, 1049 Camino dos Rios
Thousand Oaks, CA 91360-2362

We describe the use of photorefractive crystals in several rf signal processing
applications where the unique capability of dynamic holography operating in conjunction
with acousto-optic devices provides effective processing systems.
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Photorefractive Phased-Array-Radar Processor Dynamics
Robert T. Weverka, Anthony W. Sarto, and Kelvin Wagner

NSF ERC for Optoelectronic Computing Systems
University of Colorado, Boulder

Introduction Bragg cell to write gratings in the PRC. The gratings in
Large adaptive, two dimensional phased-array radar the PRC diffract some of the signal incident from the

antennas can consist of thousands of antenna elements, phased array onto a second detector. This signal is
have GHz bandwidths, and must be able to steer and heterodyne detected and subtracted from the undiffracted
adapt the antenna beam rapidly in a dynamic signal signal. A strong narrow-band jammer signal incident on
environment. This represents an extremely demanding the system will be correlated with the delayed version of
signal processing task. For example, broad band itself in the feedback Bragg cell and hence produce a
processing of a 10,000 element array, with 100 time stationary interference pattern on the photorefractive
delay samples each, at GHz rates can require 1015 crystal. The time integrating photorefractive crystal
multiplies per second. The calculation and updating of builds up gratings proportional to this stationary
the adaptive, complex weights is well suited to three- interference pattern. As the grating builds up, a portion
dimensional optical processing techniques where two of of the incident light is diffracted off of the grating,
these dimensions are used to represent the two producing a jammer estimate which is electronically
dimensional topology of the radar array, and the subtracted from the undiffracted signal. This reduces the
temporal variation of the signals constitutes the third jammer content in the feedback Bragg cell making the
dimension. We are developing a class of optical phased- grating build up more slowly. The grating continues to
array radar processors which use three-dimensional build up, reducing the jammer content in the output,
volume holograms in photorefractive crystals to time- until at steady state the residual jammer content in the
integrate the adaptive weights to perform beam-steering output has been reduced by the reciprocal net gain
and jammer-cancellation signal processing tasks[l,21. around the feedback loop. In contrast, wideband signals
These processors use relatively simple components are de-correlated after the feedback delay so do not write
requiring only a single photorefractive crystal, two gratings, and hence are not nulled by the system. In
single-channel high-speed detectors, and one or two addition, angularly resolvable inputs are Bragg
single channel acoustooptic Bragg cells. The bandwidth mismatched so are not affected by the gratings due to
capabilities of these components approach a GHz, other inputs.
allowing the processing of wide-band phased-array Processor Feedback Dynamics.
signals. The required number of processor components A study of the feedback dynamics of the processor
is independent of the number of elements in the phased- yields useful predictions regarding both the temporal
array. Thus in contrast to traditional electronic or yel e dio ns reg ot the temporaacousto-optic approaches[3,4], the hardware coplxty behavior and steady-state values of jammer suppression.

complexty Such an analysis provides information on how the
of the processor does not scale in proportion to the size dynamic convergence depends on the relative phases and
of the array. amplitudes of the optical signals, as well as on the

In this paper we describe an adaptive, null-steering electrical gains and delays. The analysis establishes the
phased-array optical processor that computes the angles expected depth of nulls, and reveals the range of
of arrival of multiple interfering radai janmmers and frequencies, determined by the resulting phase
extinguishes them. The only information we assume a relationships, that result in effective jammer nulling.
priori is that the desired signal is broad band and the The analysis includes the effects of phase relationships
jammers are narrowband. The jammer suppression between optical input and reference signals, and phase
dynamics have been theoretically modeled and shifts due to electrical and acoustic delays. This is done
experimentally verified, by analyzing the dynamics of the complex variable G.

The phased-array-radar jammer-nulling system is the grating strength in the PRC. A subsequent
depicted in figure 1. The radar signals are coherently transformation of the rate equations to equations
converted to the optical domain and imaged onto a describing the normalized jammer excision ratio, E,
photorefractive crystal (PRC). The signal which passes which is proportional to the residual jammer content in
undiffracted through the crystal is heterodyne detected, the system output, provides a transparent description of
delayed and passed to the output of the processor. A both the dynamic and steady state behavior.
portion of the output is fed back to the acoustooptic
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Figure 1. Photorefractive phased array radar processor and fiber remoted input

A schematic of the processor feedback system is 2, v is the acoustic velocity and C is the input

shown in figure 1. The input to the processor uses illumination amplitude of the Bragg cell. The PRC
point electrooptic phase modulators, one for each responds to intensity, which at the crystal is given by

element of the phased-array, to convert the RF signals JA + B12 . The spatially periodic portion of the optical
into the optical domain[5]. The light from the phase intensity writes the photorefractive grating. The grating
modulators is transmitted to the processor through a decays in proportion to the existing grating and the
fiber optic feed network and imaged onto the average intensity. Thus, the temporal response of the

photorefractive crystal. The signal A = Aoe'x in the complex grating G is given by

figure represents the optically modulated phased array jt G = -a(+A1 2 + IB12)G + R(A*B) (3)
radar signal due to a plane wave jammer at frequency A
w/2x. The component of A which is diffracted by the where a and b are the erasure and writing sensitivities
Bragg matched grating, G, in the PRC is detected at of the PRC. Making the substitutions
detector l and the transmitted component by detector 2 a =I/(IclTJ''), q =-s-P=OC -•R1 +Ofaa
with heterodyne references Rie'#t and R2e'OR2 b = gRlfl/(aCIR2 n90) E = 1 -gGeP R,/R 2

respectively, resulting in signals el and e2 given by

e, (t) = IAoe"'6' + Re'' ,129 u = ,(cd AcR 2 n
2 t2 ) equation (3) becomes

e2(t)=IAOei ' + R2 e,*R2I9 (1) At E=(a+ IE2 l-E)-beiqE (4)
where 9t is the detector responsivity. where the dimensionless (in general complex) variable

The signal el is amplified by the factor g and E, is proportional to the normalized residual jammer
subtracted from a delayed version of e2. This is the RF content in the feedback signal. Note that at the onset of
input into the Bragg cell. The optical feedback signal, a jammer, E is equal to 1, and proper operation of the
now with an additional acoustic delay a., is diffracted processor drives E to a small value. We have obtained
into the + 1 order of the Bragg cell, and is given by numeric results for equation (4), and analytic solutions

B(t) = AoC11rJtR2e:-e'O'('-tX)(1 - g(R, /R 2 )GeP' )(2) for a linearized version of (4). Near convergence. i.e. for
adiffraction small E, the linearized version yields an analytic

where h is the small-signal acoustooptic dexpression for the steady state jammer suppression, E33,
efficiency, S a OR2 - Oc - a, - WO, is the phase at and gives a decay time constant.
detector 1, p ' OR2 - mRI - o', is the phase at detector
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Figure 2. Plot of numeric solution of equation (4), jammer suppression vs. time for q = Op, .lp, .2p, .3p, .4p.
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Figure 3. Plot of numeric solution of equation (4) showing Re[E] versus Im[E] parameterized in timesuperimposed
over vector field plot of the velocity from equation (4), for q = 0, p/6, p13.

E# = a/b(1 + 2 a/b cos(q))" /2 = a/b Note that for q = 0, E is purely real, thus. E travels

1 o(5) only along the real axis.
"T-1 =-a +bcos(q) Thus, it is clear that the value of q, i.e. the relative

Equation (5) is valid for -xr/2 < q < x/2 and small phase relationship between Jc, JRJ and the phase due to
a/b (large feedback gain). The feed back phase q has a the acoustic delay ws5, has a significant effect on both
linear frequency dependence due to the turn-on acoustic the temporal response and the absolute value of jammer
transit delay in the Bragg cell, a.. The finite range q suppression. For effective jammer suppression, a q
for which we have convergence limits the system value in the range of -p/2 < q < p/2 is necessary,
bandwidth, B, to half this reciprocal delay, however as shown in the small a/b limit the jammer
B•l/(2a.). suppression is independent of q. In addition the

Figure 2 plots the numeric solution of the full frequency dependent phase term wsa requires that s. be
nonlinear expression of E(t') given by (4) for a = 1, b = reduced for broad band operation.
10 and parameterized in q from 0 to p/2 in steps of Experimental Results
p/10. The first four solutions converge rapidly, while
the convergence at q --0.4 p is slightly slowed. We have constructed the system described above using

Additional insight into the temporal dynamics of E(t) an optical simulator for the phased-array radar input.

is obtained by plotting the complex E(t') parameterized The simulator for a far field jammer consists of an

in t', superimposed on a vector field plot of the velocity acoustooptic modulator at the back focus of a lens.

from (4) for increasing values of q as shown in figure 3. aRnhi rli to mulate th fiber a pees it
The convergent behavior for q up to p/2 is evident. a Ronchi ruling to simulate the fiber apertures in the

fiber remoting system. The system uses two large-area

high-speed detectors, a large time-bandwidth Bragg cell



114 / OWD2-4

E 3.5 :(sec)
dB

-_1

-35

Figure 4. a)Complex excision and b) Magnitude of the excision versus time, experiment and fit
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Figure 5. Spectrum analyzer trace with feedback off (left), and on (right), showing 35 dB of jammer suppression.
The scale is 10 MHz per division horizontal, 10 dB per division vertical.

in the feedback loop, an electronic phase shifter in the hence a large bandwidth. We have presented
feed back path to set the operating phase, and a BaTiO 3  experimental verification of the system behavior
photorefractive crystal as the volume holographic showing agreement with the theoretical model and
storage media. The system operates between 50 MHz showing jammer suppression as high as -35 dB.
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We have designed and built an aonsto-optic (AO) correlator system that is used as a matched filter processor
integraied into a digital signal processing system, and have analyzed parametrically the efficiency of correlating a
continuous time series waveform. Acousto-optic technology has the potential to provide a 100- to 1000-fold
improvement in matched-filter processing power over the fastest digital systems with significantly lower volume
and power requirements. The optical engine in our system has the potential to provide the equivalent of
8-10 GFLOPS of processing power. With its current electronic interface package, less than one percent of the
optical potential is harnessed. Nevertheless, it performed 20 to 70 times faster than a VAX 6410 using a vector
processor and an optimized FFT correlation routine. Thus, it has the potential to run several thousand times faster
than the VAX. The optical system and electronic interface occupy 1.5 ft3 and consume approximately 200 W of
power. This yields a potential system figure of merit of 27-33 GFLOPS/ft3/kW. Two-dimensional optical
techniques have the potential to enhance the computation rate by a factor of 25 to 100, and improved electronics
and packaging can further improve the figure of merit. Integrating such a powerful computational engine into a
digital signal processing system is a significant challenge due primarily to the large input and output data
bandwidths, but also to the necessary conversions between the analog and digital domains.

The optical portion of our AO correlator system is controlled by a set of interface electronics. The electronics
package contains buffer memory, digital-to-analog converters (DAC's) and amplifiers to generate the waveforms, a
system controller to set up and supervise the hardware and communicate with the host, and an analog-to-digital
converter to digitize the correlation functions. The system is described in more detail in Ref. 1.

The basic optical correlation operation is shown in Fig. 1 where two reference waveforms are shown
propagating to the right and two receive waveforms propagate to the left. In our system, these waveforms
propagate through acousto-optic cells that are illuminated by an optical beam. When the reference waveform
overlaps the receive waveform inside the optical aperture (represented by the duration TOA), the light diffracted by
the signals in the AO cells effects a multiplication of the reference and receive waveforms. A lens then integrates
the multiplied signals onto a photodetector where the correlation signal is detected. For more details, see Ref. 2.

TRPT
I II

I• TRCV TOVRI

I TOA I I I
I E I I

II
I I

TOVR TRCV I
I

Fig l.Optical correlation timing sequence.
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We can use Fig. 1 to derive a measure of how efficiently we are using the optical processor. Since the
correlation signal is valid only when the reference waveform overlaps the receive waveform inside the optical
aperture, and since the waveforms are counter propagating, the duration of the correlation signal is
TcOR = +(TRcv - TREF), as shown in the figure. The time between correlations, i.e., the correlation period, is
indicated by TiR = TRcv + ToR, where Toyn represents any overhead time. One can also see from the figure that.

for a single correlation segment, the longest possible receive waveform satisfies Tm" = 2ToA - TREF. Our system
uses digital waveforms that are converted to analog values at a rate fctK = 80 MHz, and has an optical aperture
ToA = 44 pIs. Because of the counter propagation, the correlation signal must be digitized at a rate 2 fCLX. We
define the average computation rate as the ratio of the number of correlation samples produced to the correlation
period.

-2 fctK TcoR = fc.X TRCV,- TREF

f TR, TRCV + ToM

For a given value of TREF, this has its peak value when the overhead is zero and the longest receive waveform is
used,

f;'"o = 2 fctK TO-..RF.(2)
2 TOA - TREF

We define the efficiency ?7 as the ratio of the average computation rate to the peak computation rate,

7= mr (3)

The efficiency parameter of Eq. (3) provides a measure of the effect of overhead on processor performance.
The overhead time depends on the hardware setup time, on the time required to transfer data to or from the host
during a correlation period, and on the amount of code that must be executed by the system controller between each
correlation period. The correlator supports three subroutines that perform correlations. The first is a diagnostic
routine that continously correlates a test waveform against a zero-padded copy of the waveform, i.e., it
autocorrelates the test waveform. The second subroutine cross-correlates a receive waveform against a user-
specified number of references. It digitizes and stores the correlation functions, and, if requested, it will return the
digitized correlation functions to the host. The third subroutine compares correlation functions with threshold
functions and reports any detections (threshold crossings) to the host.

The diagnostic correlation subroutine contains a small amount of code that performs a simple computation.
sets up the various hardware registers and counters, initiates the correlation, and then waits for the end of
correlation signal before beginning again. The subroutine correlates a 2048 sample waveform against a simulated
receive waveform consisting of 2048 zeroes, concatenated with a copy of the waveform, concatenated with enough
zeroes to make the receive waveform as long as possible. Thus, the receive waveform effectively contains 4992
samples. Under these conditions, the observed correlation period was TRpT = 189 pgsec, which implies an overhead
time of 127 pLsec. The resulting values for Eqs. (1), (2), and (3) are shown in Table 1. The efficiency of 33 percent
indicates the necessity for asynchronous software, i.e., software that executes during the correlation to set up the
registers. Even with asynchronous operation, the software must be executed in half the time if the overhead time is
to approach zero. In practical terms, this means the code must be written more efficiently and the digital processor
in the system controller must be replaced with a faster one.

Measurements made on the other two correlation subroutines indicate that they are operating at a bit less than
one percent efficiency. This efficiency refers to the time between consecutive correlations, it does not include the
time required to transfer data to the host. If it did, the efficiency would drop by factors of approximately 2 to 10,
depending upon whether the host was a VAX 6000 or an IBM PC.
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Table 1. Performance of the continuous correlation (diagnostic) subroutine.

TRF = 25.6 psec (2048 samples)
Conditions: TRCV = 62.4 psec (4992 samples)

TRm = 189 zsec

Avg. no. correlation samples/sec, Eq. (1) f,1 15.6 x 106 smp/s

Max. avg. no. correlation samples/sec, fA 47.2 x 106 smp/s
Eq. (2)
Efficiency, Eq. (3) 17 0.33

We can also define further measures of performance. The raw computation rate is the rate at which
multiplications are done to produce one correlation function sample. Since the number of multiplications done to
produce one correlation function sample is the number of replica samples NRE, the raw rate is given by

fr aw = NR - 2f.=I=(fL 2fcuK TREF (4)

We have shown elsewhere [1 that the required digital processing power (floating point operations per second)
to equal the optical correlator operating in its most efficient mode is given by

effic (1-r ,,F) Nopt(og2 Nop, +)

fFLOps = 4 fCLK ( 2 (T- -Nw . ' (5)

where rR = TREF / Toa and Nopt is the optimum size [31 for the FFT algorithm used to perform the correlation.
The results of Eqs. (2), (4), and (5) are shown for a few values of reference waveform duration in Table 2. The rawv
computation rate is typically several hundred billion multiplications per second. This yields a maximum average
computation rate of fifty million correlation samples per second, which would require at least 2 GFLOPS in a
digital processor. A practical rule of thumb for a digital system is that this number must be increased by a factor of
four or five to overcome the inefficiencies that inevitably appear in a digital system.

When connected to a VAX computer, the user has the option of linking the application code to a library of
emulation subroutines. These are subroutines that emulate the functions of the optical correlator in software. Two
versions of the emulator library are available: a version that uses the standard VAX scalar processor, and a version
that uses the VAX vector processor (if it is available on the user's VAX). Since these subroutines execute directly
on the VAX, they have no 1/0 overhead associated with transferring data over the parallel interface to and from the
optical correlator (although there may be 1/0 overhead associated with virtual memory). Since the emulator
subroutines are functionally identical to the optical correlator subroutines, the user can use them to make various
comparisons between the digital (emulator) correlator and the optical correlator.

In one set of tests, we compared the performance of three equivalent correlators: the optical correlator
connected to the VAX, an FFT correlator using the VAX vector processor, and an FFT correlator using the normal
VAX scalar processor. The VAX was a VAXVector 6410, that is, a VAX 6410 with an FV64A vector processor
installed. Data communication with the correlator was via a 16-bit DRB32W parallel I/O port. The same code ran
in each test, except that subroutine calls to the optical correlator were replaced by calls to emulation subroutines for
the other two correlators. The same data sets were run on all three correlators. The results are shown in Tables 3
and 4. These tables list the cpu time charged to the digitize subroutine for each correlator and compare these times
in two ways: Table 3 compares the cpu time for the vector and scalar correlators with the optical correlator:
Table 4 compares the times as a function of the number of correlations performed per subroutine call. The
uncertainties in Table 3 indicate one standard deviation: they are due primarily to activity from other processes on
the VAX (running VMS). In Table 3, as the number of correlations increases, the time ratios approach steady state
values. We can take these ratios as measures of the performance improvement available with the optical correlator.
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The Ratio columns in Table 4 show that, as one might expect, the processing times for the scalar and vector
correlators scale approximately linearly with the number of correlations. This is not the case with the optical
correlator, however. Since the actual correlation time is negligible, the increase in time is due almost entirely to
data transfer time and the execution time for the control software.

This work was sponsored by the Office of Naval Technology and the Office of Naval Research.

Table 2. Computation rates (fcK =80 MHz).

rREF f, (10 mul/s) f; (106 smp/s) f (109 FLOPS)

0 0 80.0 2.47

0.1 56.3 75.8 2.34

0.25 141 68.6 2.12
0.33 186 64.2 1.98
0.5 282 53.3 1.65

0.67 377 39.7 1.22
0.75 422 32.0 0.987

1.0 563 0 0

tNOF = 1024 and Nop, = 8192.

Table 3. Comparison of optical, vector, and scalar correlators.

No. Correls. top, (ms) tvE tao (ms) tvdor I/ tp, 'Scala, (ms) tseala, / top,

1 18±9 320±23 18 991±18 55
2 19±8 714±40 38 2021±39 106

4 26±9 1415±43 54 4232±119 163
6 32±10 2136±56 67 6274±185 196
8 41±12 2767±60 67 8294±198 202

Table 4. How the optical, vector, and scalar correlators scale with number of correlations.

No. Correls. top, (ms) Ratio /V, 1or (ms) Ratio tscal., (ms) Ratio

1 18 1 320 1 991 1
2 19 1.06 714 2.2 2021 2.04
4 26 1.4 1415 4.4 4232 4.3
6 32 1.8 2136 6.7 6274 6.3
8 41 2.3 2767 8.6 8294 8.4
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Matrix-matrix multiplication is an important operation in many computational and processing ap-

plications including correlation, convolution, Fourier transform of temporal signals and 2-dimensional

images. In addition, a large number of signal and image processing algorithms can be expressed in terms

of matrix operations. Direct matrix-matrix multiplication is often avoided in electronic computers because
it is an O(N 3 ) (where N x N is the number of elements in each matrix) operation which requires a long

computation time for serial machines. Optical computing offers the advantages of parallelism and large
capacity. Such capabilities have been successfully demonstrated in parallel vector-matrix multiplication1.

Although matrix-matrix multiplication can be performed as an extension of vector-matrix multiplication1

with color multiplexing or time multiplexing, these schemes are complicated by dispersion or time delay.

Recently, nonlinear optical techniques have been employed in the parallel matrix-matrix multiplication2, 3 .
These techniques require complicated alignment and suffer from severe energy loss. In this paper, we

propose and demonstrate a new method which utilizes grating degeneracy 4 in photorefractive media in

conjunction with an incoherent laser array to implement parallel optical matrix-matrix multiplication.

Specifically, multiplications are implemented by photo-induced index gratings whose amplitudes are de-
termined by the interference between coherent beams, while summations are implemented by grating
degeneracy. Such a matrix-matrix multiplier is capable of handling large matrices such as those with

1000 x 1000 elements.

Fig. 1 shows the schematic diagram which describes the principle of operation of the matrix-matrix

multiplication. Both matrix A (N x N) and matrix B (N x N) are placed at the front focal plane of lens

Li. At the rear focal plane of lens L1, a volume holographic medium such as a photorefractive crystal is
inserted to record the multiplication of the two matrices. The recorded information is read out by a set

of reading beams which consists of N diagonally aligned point sources placed at the front focal plane of
lens L2 . Notice that the recording beams are propagating from left to right while the reading beams are

propagating from right to left. The holographic medium is also located at the rear focal plane of lens L2.
The diffracted readout beams are directed by a beamsplitter to the output plane which is located at the

focal plane of lens L1.
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L1 L2

Matrix C

C=AB

Fig. 1 Schematic diagram for matrix-matrix multiplication.

The matrix elements are arranged in the following order, as shown in Fig. 2(a). In the region of
matrix A, each line along the y-direction represents a row of matrix A. In the region of matrix B, each
line along the y-direction represents a column of matrix B. To realize matrix-matrix multiplication, the

illumination of the matrices A and B is chosen so that all pixels within each line along the x-direction are

mutually coherent while pixels with different y values at the input plane are mutually incoherent. During

the recording, gratings are formed according to APB;k. There are N2 gratings formed within each line
along the x-direction and the total number of gratings is N 3 . Within these N 3 gratings, there are only
N 2 different grating wave vectors, i.e., there are N degenerate gratings for each grating wave vector. The
corresponding degeneracy condition is shown in Fig. 2(b) in the normal surface representation. As an

example, the index grating representing the four terms in Fig. 2 is

An oc 1 Re[(AiiB4 + A12 B24 + Ai 3B,4 + A14 B* )e-iKr, (1)

where 1o is the total averaged intensity and K is the common grating wave vector. When this index
grating is read out, the diffracted beam amplitude is proportional to the grating amplitude which is

exactly the matrix element C 14 = E34=1 A 3jBj4" In the above derivation, we have used the weak grating
approximation and neglected gratings with small grating wave vectors.

During the readout, all elements of matrix C can be read out in parallel by usirg N point sources
that are diagonally aligned at the reading plane, as shown in Figs. 1 and 3. Each of the reading points

reads out N nondegenerate gratings, giving N diffracted points in a line along the x-direction at the

output plane. The N x N elements of matrix C are represented by the N2 set of nondegenerate index

gratings.

The method described above has been implemented experimentally. Experimental results are in

excellent agreement with the theoretical predictions. For example, the experimental results for the
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0 0 0 0
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(a) (b)

Fig.2 Arrangement for elements during recording. (a) At the input plane, pixels with the same

shading are coherent and those with different shadings are mutually incoherent. (b) Degen-

erate gratings shown in the momentum space (normal surface).

following matrix-matrix multiplication

1 01 0 0) ( 1 O0 1 0 ) 1021 1 1)

x =(2)
1011 01 0 1 0 3 03

ko1 0 0 o1 0 1 0 1 0

are given by

(0 2.0 0 2.1\

0.9 0.9 1.0 1.0 I (3)
0 3.0 0 3.0

1.0 0 1.0 0

To our knowledge, this is the best experimental results ever reported on optical matrix-matrix multipli-

cation.

The capacity of such an optical system is determined by the thickness of the crystal, wavelength of

the laser, spot size of pixels, and the numerical aperture. With proper alignment, such an optical system

is capable of handling large matrices, for example matrices with 1000 x 1000 elements. For a crystal of

thicknss L = 0.5cm, wavelength A = 0.5/Am, the angular separation between pixels (in the x-direction)
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Fig.3 Arrangement for elements during readout. The N reading points are diagonally aligned at

the reading plane. Diffraction occurs among pixels with the same shading.

can be as small ass 60 = \IL = 10-4 . Thus 1000 pixels can be placed within a numerical aperture of

0.1 which satisfies the paraxial condition. In addition, to better utilize the degeneracy condition, the

y-separation between incoherent lines can be chosen as small as allowed by the diffraction limit. In this

case, the pixels may have unequal horizontal and vertical separations.

In conclusion, we have proposed and demonstrated a novel method of matrix-matrix multiplication

using grating degeneracy in photorefractive media in conjunction with incoherent laser source arrays.

The experimental results are in excellent agreement with the theoretical predictions. Such a matrix-

matrix multiplier, with its large capacity and parallelism, can potentially be used in optical computing,
photonic switching and optical neural networks.
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1.Introduction

Recently fuzzy control techniques have been widely used in the control systems

which are difficult to implement using conventional control methods. Various electronic

approaches are reported for high speed fuzzy controllers'). On the other hand, application

of the parallelism of optics is attractive for the improvement of the performance of fuzzy

controllers. To our knowledge, however, no total system of optoelectronic fuzzy control

system with high performance has been reported yet, except for a few reports on digital

optoelectronic implementations of MIN or MAX operations 2).

In this paper, we propose a novel optoelectronic fuzzy reasoning method using beam

scanning laser diodes3 ). The reasoning system based on the method is simpler and faster

than conventional electronic systems because of its optical spatial parallelism of the steered

laser beams. Antecedent, consequent, and defuzzification operations of the fuzzy inference

processes are realized by scanned far-field-beam of the lasers, arithmetical sum of the

beams of the lasers, and the characteristics of position sensing devices, respectively.

Experimental results of each operations are shown in this paper.

2.Fuzzy reasoning methods

Inference of the fuzzy controllers are composed of grade-evaluation of antecedent

fuzzy rules, modification of the consequent fuzzy functions by the evaluated grades,

unification of modified functions, and the defuzzification of the unified functions. Various

envelopes of membership functions and fuzzy reasoning methods can be used for system

controls. In the case of high speed fuzzy controls, triangle envelope of membership

functions and a reasoning method using logical products for antecedent and consequent

part, logical sum for unification, and center-of-gravity for defuzzifications

(MIN-MAX-gravity method')) are frequently used because of its easier implementations

for electronic circuits. However, this architecture is not easy to implement by optical or

optoelectronic fuzzy reasoning methods. Here, gaussian far-field beams of laser diodes
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are used as the membership functions instead of triangle functions. As for algebraic

products for antecedent and consequent part, arithmetic sum for unification is used instead

of logical product and sum. Center-of-gravity method is used for defuzzification.

This product-sum-gravity method4 ) is used because of its convenience for optoelectronic

implementations. Figure 1 shows a configuration of the Beam scanning fuzzy inference

system which deals two antecedent rules with each input-variable and a consequent rule

with an output-variable. The system is composed of four beam scanning laser diodes, two

photodetectors, and a position sensing photodetector. Grade evaluations of antecedent rules

are realized by steered beam of the beam scanning laser diodes. Modification of

membership functions of Consequent rules is realized by modulation of injected current

to laser diodes of the consequent part. Unification of the result-function is given by an

envelope of irradiated far-field beams on an optical beam position sensing photo-

detector(PSD). Defuzzification is executed by the photodetector.

3.Experimental Results

Figure 2 (a) shows a experimental setup of a grade evaluation of antecedent rules.

Ratio of injected currents to each p-electrode are changed from 0.36 to 0.64 and total

injected currents are fixed at 100 mA. Distance between the beam scanning laser and

photodetector array is 20 mm. Figure 2 (b) shows results of the grade calculation. Trace

(A),(B), and (C) denote the cases of "Small", "Medium", and "Large",respectively.

Figure 3 (a) shows an experimental setup of result-function of results of the

consequent, unification, and defuzzification operations. Injected current to a laser A is

varied from 0 mA to 52 mA and current to another laser B is fixed at 50.5 mA.

Separation of each laser of the laser array is 60019 m and distance between the beam

scanning laser and photodetector array is 20 mm. Figure 3 (b)shows an experimental

results of output-voltage of a PSD as a function of injected current to the lase- A.

Monotonic increase in the output is observed with the increase of injected current. The

attached photographs are of the far-field pattern on th,. PSDs for each experimental

condition. In this experiment, the separation of the lasers is 12009m.

4.Discussion

Inference speed of the beam scanning fuzzy controllers is supposed to be faster than IM

FLIPS (Fuzzy Logical Inference Per Second), because the scanning speed -f the far-field

beam of a Beam scanning laser diode has been measured to be less than 5 ns5 . The

bottle-neck of the speed is defuzzification process by a position sensing device. Currently

the speed of the device made of Si is around sub-1 1s. The speed will be improved by
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miniaturization of the device and using higher-speed materials,such as GaAs.

The beam scanning fuzzy inference system is composed of fewer operational

elements. The number of beam scanning laser diodes is the same as the sum of

input-variables and result-fuzzy-functions. The number of photodetectors and PSDs are

the same as the antecedent-rules and output-variables, respectively. This simple

configuration results from parallel grade-evaluation and analog defuzzification by PSDs

using the optical spatial parallelism. Because our reasoning method is different from

conventional fuzzy reasoning methods, its feasibility was studied by numerically comparing

the present and conventional methods. Figure 4 (a) and (b) shows a result of stability

simulations of an inverted pendulum on a cart by Triangle-MIN-MAX-gravity method

and by Gaussian-product-sum-gravity method, respectively. The figures show the number

of inference reiterated by the time the pendulum stands stable, as a function of initial

leaned angle of the pendulum. Parameter in the figures is the feedback gain of each

controller. Smoother variation of and wider controllable range are realized in the case of

Gaussian-product-sum-gravity method compared with conventional control methods.

5.Conclusion

Novel Fuzzy inference system using beam scanning laser diodes is proposed and

experimental results are reported. This control system is simpler and its operation is

estimated to be faster and smoother than conventional systems. These features come from

the spatial parallelism of steered laser beams by beam scanning laser diodes.
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The ath power of x, denoted by j-, inight be defined as "the number obtained by multiplying unity
a times with x". Thus (2.5)3 = 2.5 x 2.5 x 2.5. This definition makes sense only when a is an integer.
However, it is an elementary faci that, the definition of the power of a number can be meaningfully and
consistently extended to real and e'eji coniplex values of a. Likewise, the original definition of the derivative
of a function ziakes sense only fur integral orders, i.e. we cani speak of the first or second derivative and so on.
However, it is possible to extend Ilhe definition of the derivative to noninteger orders by using an elementary
property of Fourier transformjs. Bracewell shows how fractional derivatives can be used to characterize the
discontinuities of certain fuictionjs Il]. An example from the field of optics is related to the Talbot effect 12],
in which self-images of an iuput object are observed at the 2-D planes z = Nzo for integer N (z is the axial
coordinate and z0 a characteristic distance). Using a self-transformation technique [3], it was shown that N
could also take on certain ratiolial values.i.

In this letter we define fractional Fourier tramsl'orniations in a similar spirit. The ath Fourier transform
of a function f(x, y) will be denoted as F"d[f(x, y)], or simply Faf when there is no room for confusion.
We require that our definition satisfy two basic postulates. First, Y'f should be the usual first Fourier
transform, defined as

(F f) (.r'. y') --- j f((X, y) C-i'i(:'x+y)/a2 dxdy, (1)

where s, i, x.', y, y' all have tih l dime.ncsionis of length. lit a conventional "2f" optical Fourier transforming
configuration (4], x, y would deiiot' tie coordinate of tite input plane, x', yV those of the Fourier plane, and
- = Af (A = wavelength of light, f = focal length of lens).

Our second postulate is to require that

.t,1prVf] = f bt'f _ yd+hf. (2)

Consistent with our two postulale.s, .'/Q[.] miay be defined for integer Q as that operation which when
applied Q timames gives the lirst (comve.itiomal) IFourier tranasform of f. An optical system which performs this
operation miay be realized by ii.s'rhtilug a lets ol appropriate focal length mnidway between the appropriately
spaced input and output planes. It. is now possible to deline Fourier transforms of rational order y'P/Qf by
repeated application of the operator P/llo for P tinmes. The definition can be generalized to real orders by
a limiting process.

Here we will not pursue this liiii of thought. Instead, we recall that the optical Fourier transforming
operation is a result of the jointt mc't iou of tIhe dual operations of free-space propagation and focusing [5] [6] [7J.
In a conventional "2r" system, ilhe focusing action is concentrated at the lens location. The same operation



128 / OWD6-2

calI be performeaed by Q fractiowdal luiirioi I ra'isiii stages ill cascade each performing Fl/Q[.]. In this latter
~.•stein, tihe act of focu.,hig is aeIV ly istributed through tihe act of propagation. Ini the limit that Q 0, oo

focusing and propagation will Ib' iililliesiiially and uniformly interspersed between each other. Of course,
bulk sy..,temb with even moderately large Q would be quite impractical. Fortunately, systems satisfying this
property can be realized as quadratic graded index (GRIN) media. Such media can be thought to consist
of infinitesimal layers in which lfocusijig and propagation take place simultaneously. The refractive index
distribution ili such a niediuij is giveni by [8]

m = I - (a,/ui,),.-), (3)

where r-- = + '- i. the radial di.taiice f'romi the optical axis and oil, 112 are die GRIN medium parameters.
By solviiig tile ray equation, i1 wi., sliowi [8] that it parallel bundle of rays will be focused a distance
L = (r;/2) VWl/i.J, away friom the iiiput plane. If a functioi f(x,y) is presented at the input plane z = 0, at
the plane z = L we observe f aits given by 1) t1. 1 [9]. (This confirms that = L is the focal plane not only
front the ray optics point of view but also from the physical optics point of view.) Now, since the system is
fully unifornm in tile axial direct im, ."f can be physically defined as the functional form of the scalar light
dis~tribualo., at. z = at,

Above, we have anolivaled amd deliim-d tlli fractiodal Fourier trainslornm ill physical terms. Hlowever, it is
important to note that fractioial Fourier transforms cal be defined purely mathematically and GRIN media
introduced afterwards as a phiysical interpretation. We now present such a mathematical definition, also
showing its relation to tile physical deftiition above.

The self-modes of quadratic ( IUIN tiedia are the 2-1) llerinite-Gaussian (11G) functions [8], which form
all orthogonal and complete basis set. The (i, mi)th member of this set is expressed as

0',,,( -Y) = 1 it1. exp VX2 , (4)

where III and H.,. at'. ilhrimili. poiJyjommials of orders I and ti respectively, w = (2/k)1/ 2(ni/n 2 )'/ 4 with
k = 27rni/A, and A is tIme waveleiigtli. Each JIG mode propagates through the GRIN medium with a
different propagation constant [8]

2 rTlr11
ki•,, =A I - --. (I+uin+ 1) , k- U +ni+1) (5)

Any 2-D function f (x, y) cal be expressed it ternis of the IIG basis set as

AX, A) = ZJ? im (XY), (6)
I ,i

•I,,,, = J'(,. y)'li,,l.r, y)/h,,,, dxdy, (7)

where hi,.. = 2 -i+n')iI!in!/wr.
Now, the fractional Fourier tra.usforn of f(.',y) of order a can be defined as

.F" [J'(., y)] = > Ai,,, *,,,, (x, y) exp (i131...aL). (8)

It wa.s shown [9] that our twu post til:i.s are satis•ied by this definitiom, and that tile scaling factor s appearing
iii Eq. 1 is given by s = wl/v/2. Ili ti. saiiie releremmces, we also discuss and prove some of the properties of
fractional Fourier transforms, su(ch as liMearitLy, self-imaging parameters, intensity shift-invariance (as with
the conimmon Fourier transformi), and generalize to complex values of the order a (which can be physically
realized by attenuating imedia). We also defiie fractional convolutions (or correlations) through the equation

COADa[f, u] = Y -V[af x 'ag]. (9)
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Figure 1: (a) Phase space reprseitatioii o(f the original bundle of rays. (b) After free space propagation
through a distance f. (c) Aftr jansage through a letis of focal length f. (d) A.ier another free space
propagation through a distance I.

To gain some additional iji.ight regardiug fractionial Fourier transforms and also show its relation to ray
optics, we now provide a phase-space iterpretatioii. Let a particular paraxial ray be characterized by its
radial distance r and slope s, )o01I, with res.pect to the optical axis at a particular axial position z. Then,
the effect of passing through aiiy optical system on this ray can be described by a movement in r-s space.
For instance, free-space propagatiou corrt.spoids to a haorizontal displacement whereas focusing by a lens
corresponds to a vertical displacement.. Let us now consider a bundle of rays with a uniform spread of r and
s (repre.,eited by the shaded r,.taiagular region iii Fig. Ia) and consider how this ray bundle is transformed
as it passes through a couventioual -'2f" Fourier transfornting configuration (Fig. 1). The overall effect of
the "2f" bystem is to rotate the r'ctaugular regioii by 9J0 0, although the intermediate steps result in shearing
of the rectangular region.

How do things look like in phase space if we u.se quadratic GRIN media instead? It is known that r and
8 obey the following equations ii, such media [8]:

,(: + A,) = ,'(z}cos (rAz/2L) - v(:) siu (rAz/2L)

s(: + A:) = r(:)sin (wrA:/2L) + s(:)cos(rAz/2L), (10)
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froin whiclh we canl COlllw'lhd, I ihat I It- regi( Ill rtpres.~ielltillg illy giVelil bundle of rays in phase space is uniformly
rotat.d ;tv we go fromi = 0 1," .I =.. "rhl.'u r belIhavior is to be contrasted with that of the bulk "2f"
Fourier transforliler iii which tIlo I'u.isiang I-, colcelltrated at, the lens, instead of being uniformly distributed
throughout the systemi. This hii,, dim'coraged u.s Iroin basillg the definition of fractional Fourier transforms
on conveittional bulk Foutrier Ira.,l'orher.-,. Although we canliot exclude the possibility of other definitions
collsisteltt witlh our two l)u.til;ih..,. (mir particular delinitioni is seen to be a natural and meaningful one,
especially in an optical conttext.

Fractional Fourier traiislorimr ca.i lorin the bitsis of genieralized spatial filtering operations, extending
the range of operation-, io..•ih. with olitical itilorniationI processinIg systems. Conventional Fourier plane
filtering systeiiis [4] are ba;.'d ,(m 'a .,patial filtetr iinroduced at the Fourier plane. This limits the operations
achievahle to linear bladce-iii~amml olitc.. (i.e.. operatli(,is which can be expressed as a convolution of the
inl)Ut function with i 1,l)ait.-lwl.llttlI iluIl.e respoinse). fly iltroducing several lilters at different fractional
Fourier planes, it, is po.iildle to 1111pleciatiit a wider cla.s olfolpertations. Note that full space-variant operations
can be imtplemented using apprioaches sucit as (or equivalenlt to) vector-matrix multiplier architectures [10]
or multi-facet architectures [1i], ltit these result. in a heavy penalty in terms of space-bandwidth product
utilization. A detailed treatmewiet of how i\iany filters are needed and how they should be synthesized to
realize a given operationi musts l Iit- sipOlu'(l to another publication. Hlere we must satisfy ourselves by
1lotinig that this procesb, wvhich iM its uxtretae cotistiLuLes it genteralizationi of conventional planar spatial
filtering to volume spatial filtering, would ultituately be limited by noise and scatter from the several spatial
filters.

It is important to note that all hough they provide a context for defining fractional Fourier transforms in
a satisfying niatirer, GRIN media ililay not, e a good cadlidate for their practical implementation, especially
because they catnot have large ,pace-ibanldlwidth products. For practical purposes, it is possible to simulate
GRIN media by using bulk leh.•.,es .1('1h that the saite light distribution will be observed at the planes in
which filtering will take place [j].
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1. Introduction
Optical interconnections have been shown to have advantages over electrical interconnections in
terms of speed, energy and density for global links. 1,2,3 In addition, the flexibility of optical
interconnections allows efficient electronic layouts which can improve the performance of electrical
connections in an optoelectronic system. In this paper we are concerned with a particular one-to-
one interconnection, the transpose interconnection. The Optical Transpose Interconnection System
(OTIS) is a simple, efficient, and scalable means of providing a transpose operation utilizing only a
pair of lenslet arrays. The usefulness of the transpose interconnection can be shown for several
optoelectronic architecture classes 4,5. This paper briefly reviews the transpose interconnection
functionality and describes some of the architectures supported by OTIS. The OTIS optical system
and various scalability parameters are analyzed including system length and volume, system power
efficiency, and crosstalk. Variations of the basic OTIS optical system for different applications are
introduced: a generalized system that can match the geometry of any arbitrary optoelectronic chip
layout, the folded, the bi-directional, and the multi-channel systems. Experimental results of a
64x64 channels OTIS and the design optimization of this experimental system are provided.

2. Transpose Interconnection
A transpose operation usually consists of symmetrically interchanging the elements of a matrix
with respect to the first diagonal of that matrix. We propose to implement a particular transpose
interconnection between two arbitrary planes where each row of the input and output arrays is
arranged in a raster format within that array as shown on figure 1. The transpose interconnection
we describe is a one-to-one interconnection between L transmitters and L receivers where L is the
product of two integers, M and N. Such an interconnection is called an MxN transpose.

Figure 1 shows the physical layout of the transmitter and receiver planes of OTIS for M=16
and N=4. Both planes are divided into regions in which one of the indices is constant, the other
index showing the location of the node within that region. The gray transmitters and receivers on
figure 1 show a pattern of signals mapped from the transmitter plane to the receiver plane via the
transpose interconnection.

Figure 2 shows the side view of the OTIS optical system that connects the two planes
described above; the top view would be similar. A r/'Nxr/'N array of lenslets is placed in front of

the transmitter plane and a /"-Mxr/'M array of lenslets is located before the receiver plane. The
interconnection from transmitters to receivers is traced by the chief ray passing through the center
of the transmitter lens and the center of the receiver lens. These two lenses comprise an imaging
system between the transmitter and receiver planes. Note that the optical imaging system requires
that the indexing in the receiver plane be rotated 180 degrees relative to the transmitter plane.

3. Optical Transpose Interconnection System Architectures
An important application of OTIS is in support of multistage interconnection network architectures
(OTIS-MIN) based on k-shuffles. 6 A k-shuffle MIN functionally provides full connectivity
between L input channels and L output channels in logkL stages of optoelectronic switch planes
and (logkL)-l stages of optical k-shuffles. One optoelectronic switch has k optical inputs
(receivers) and k optical outputs (transmitters) and provides crossbar equivalent electronic
switching between its k channels. The k-shuffle is equivalent to a (L/k)xk transpose. An
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interesting application of OTIS-MIN arises when k=(MN)1/2 since the number of stages for
routing becomes a constant: logkL = logff MN = 2. In this case, only 2 stages of optoelectronic
switches and 1 stage of optics are required to perform full routing between source and destination
planes, independent of the total number of communication channels in the MIN.

Another useful application of OTIS is in support of the two-dimensional mesh-of-trees
architecture (OTIS-MT), which is useful for matrix computations.5 The OTIS-MT layout is similar
to that required for the D-STOP architecture, which was also designed for matrix algebraic
computations. 7 The primary physical difference is that the transmitters in the OTIS-MT
architecture reside in the leaf units of the tree, whereas the transmitters of D-STOP reside in the
root units. In the D-STOP vertical distribution,7 the broadcast of N signals to MN receivers is
achieved through N transmitters, each with an optical fanout of M. The transpose interconnection
of the OTIS-MT architecture is functionally equivalent to the D-STOP vertical distribution, except
that the broadcast is achieved by first distributing each signal through an electronic fanout to M
transmitters. While there are M times as many transmitters in the OTIS-MT architecture as in D-
STOP, the required optical fanout is 1 due to the one-to-one nature of the transpose
interconnection. Whereas the large optical fanout requirement of D-STOP limits the choice of
transmitter technologies it might utilize, no such limit is imposed on the OTIS-MT architecture.

Often, interconnection patterns have recognizable subclasses of similar, relatively simple
interconnections, but the necessary locality of transmitters or receivers from different subclasses
makes it difficult to exploit this piece wise simplicity. OTIS can be used in some cases to spatially
isolate these subclasses into regions where additional simple optical or electronic transforms can be
implemented. As an example, it can be shown that OTIS can be used as a component of a
hypercube interconnection.

4. Optical Transpose Interconnection Systems
The layouts and the optical system described previously assume that transmitters and receivers all
lay on a regular square grid. In practice, due to the electronic layout constraints, it could prove
useful for the optical interconnection system to be able to accommodate optoelectronic chips with
different arrangements. Figure 3 shows one possible case where there is a gap between some of
the nodes in both the transmitter (Ct) and receiver (Cr) planes and where the spacing between
nodes in the transmitter plane (At) is different from the spacing between nodes in the receiver plane
(Ar). The OTIS optical system still performs the transpose interconnection without modifications.
Note that these on-chip gaps can be used for wiring electrical inputs and outputs on and off the
chips, for bringing power lines to the different locations on the chips, or to accommodate the fact
that the optoelectronic transmitter and receiver planes are built using multi-chip module technology.

The systems in figure 2 and 3 perform the transpose interconnection but leave the transposed
result on a different array than the original one. In some cases, it may be desirable to have both the
original matrix and its transpose on the same array. OTIS can be easily adapted to accommodate
these requirements. A single imaging lens and a folding mirror in a one-to-one, 4f configuration
are simply added to a single plane of OTIS lenses. The interconnection function achieved in this
case is exactly that of a transpose operation without any image inversion or rotation, leaving the
elements of the first diagonal of the matrix unchanged and interchanging all the other elements of
that matrix with respect to the first diagonal. It is important to note that only symmetrical systems
(N=M) can be folded in this manner.

An important feature of the Optical Transpose Interconnection System described in the
previous sections is that it can be made bi-directional very easily. This could prove useful in a
number of applications. For interconnection networks in a packet switching configuration it allows
blocking information to be sent back to the previous stages of the network in order to establish the
correct routing path in the network. OTIS can also be used in a matrix-vector multiplier
configuration (OTIS-MT) in support of neural network applications. In this case, the bi-
directionality characteristic of OTIS can be used to implement an on-chip fully parallel back
propagation learning system.
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A final interesting feature of the OTIS system is that it can become a multi-channel system
where each node has more that a single pair of transmitter/receiver. This is useful in the case
where more than bit serial communication per channel is required in a system. It may also prove
useful in the case of communication systems where one transmitter/receiver pair is used for data
transfer and one other for activation/status information. Finally, it might be required to have 2
transmitter/receiver pair for each communication channel in a system in order to implement
differential readout (dual-rail logic) in the case where the intrinsic signal-to-noise ratio of the
system is not sufficient to provide low communication bit error rates.

5. Experimental Results
The experimental system demonstrates the viability and feasibility of the OTIS concept by
implementing a one stage 64x64 (NxM) symmetrical (N=M) OTIS optical system. The system is
made of a 64x64 pinhole array, 2 refractive lenslet arrays, and a CCD camera as the output plane
detector. The 64x64 pinhole array is fabricated in-house using our Electron beam lithography
system. The pinholes have a 10xl0 gtm square aperture and they are spaced 57 plm apart for a total
input plane size of 3.64 mm. As illustrated in figure 4, the pattern formed by these pinholes (input
array) represents the letters OT. The lenslet arrays were purchased from Adaptive Optics
Associates and are fabricated in stamped epoxy on a glass microscope slide. The lenslet array size
is 20x32 and each lenslet has a 399 pm aperture for a focal length of 3.2 mm leading to a f# of
approximately 8. The total length of the system is measured to be around 37 mm. As expected,
the system achieves a perfect one to one imaging and the output plane pattern (Figure 4) consists of
the OT letters reduced in size by a factor of 8 (V/i) and replicated 8x8 times over the output plane.
Note that the actual output plane (figure 4) shows more than 8x8 replications of the input pattern
since the lenslet arrays contain more than 8x8 lenslets.

6. Conclusions
OTIS is useful for various classes of optoelectronic architectures and in particular for shuffle-

based interconnections and as a component of a hypercube system. The basic OTIS optical system
analysis is based on various scalability parameters including system length, volume, and efficiency
and shows that scalability is not limited by diffraction. Variations of the basic OTIS optical system
for different applications can be shown to be useful, such as the generalized system that can match
the geometry of any optoelectronic chip layout, as well as the folded, bi-directional, and multi-
channel systems. The experimental demonstration of a 64x64 channels OTIS has been
successfully performed. Finally, aberrations in an OTIS optical system based on diffractive optical
elements can be virtually eliminated using Code V8 to design aspheric holographic optical
elements.
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Considerable interest has been focused over the last few years on use of the symmet-
rical self-electro-optic-effect-device or S-SEED 1-3 . Two dimensional arrays of S-SEEDs
have been exploited in demonstrator digital optical circuitry 4 and photonic-switching
fabrics 4-6 . An S-SEED version of the optical-cellular-image processor module has also
recently been realized7 . These circuits and other reported measurements8 demonstrate
the cascability of the devices and their robustness to fluctuations in optical and device
parameters. Having in mind the use of S-SEED arrays in more complex architectures we
have been concerned to quantify the degree of robustness - the tolerance - of S-SEED
components.

In this paper we will present the results of a tolerancing analysis based on a method-
ology applied earlier to nonlinear-interference-filter optical logic components9 . We will
account for the leakage of optical power from previous S-SEEDs in an iterative architec-
ture, onto the device under analysis ; this leakage is inherent to the manner in which
S-SEED arrays have been operated to date. Non-uniformity of beams within an array, or
of the devices themselves, is also treated.

In general the tolerance conditions produce volumes of acceptable device operation
within the multi-dimensional space of the parameters describing the device. In partic-
ular we concentrate on the parameters that are adjustable, once a given set of devices
are interfaced together within a circuit. The target is therefore to provide a recipe for
the successful construction and operation of logic circuits. Such a recipe is essential for
complex circuits which exhibit many adjustable parameters.

We develop an empirical model for the current-voltage and reflectivity voltage charac-
teristics of the SEED device1-3 which gives the steady states and the dynamic behaviour
of the symmetric-SEED10 . The model has been chosen to be sufficiently simple so that
tolerance analysis can be carried out without excessive computational demands, but it is
also sufficiently realistic so that close fits between the theoretical optical responses and
those measured experimentally can be made. The circuit considered consists of cascaded
two-dimensional arrays of S-SEEDs used as programmable optical logic gates such as in
the existing optical cellular-logic-image-processor, the O-CLIP 7.

The device performance is analysed in the cases of perfect balance (2-D uniformity)
and inbalance of the various beams. Worst-case conditions of operation determine where
the device will work correctly in the multi-dimensional space generated by the relevant
adjustable parameters9 . The volumes of acceptability then created enable us to calculate
the tolerance limits. In the perfect balance case, the analysis includes the leakage effects
from the previous arrays.
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Three different clocking procedures are taken into account, differing by the manner
in which preset and control beams are used to determine the logic functionality of the
gates.The relative merits of the procedures will be described. Within the regions of ac-
ceptability we are also able to determine the latency-time for circuit operation. The
trade-off between bandwith and tolerance levels can therefore be discussed.

In figures 1 and 2 are shown the volumes of acceptability of the S-SEED under one
clocking procedure. In the balanced operation (figure 1), the parameter space is described
by three independent combinations of the adjustable parameters: the applied voltage V0,
the inter-gate gain G and the preset over the read-beam power-ratio Pp/P,. The axis
generated by the last parameter is on a logarithmic scale to emphasize the large fluctua-
tions tolerable in that ratio. The labels on the Vo axis refer to specific values employed
by the empirical model and in this example, gain values less than 0.5 are relevant since
a 1-D nearest neighbour optical interconnect is considered. The volume shows large tol-
erance in all parameters. In the case of unbalanced operation (figure 2) applied voltage
V0, window- and route-dependent power ratios are the chosen adjustable parameters.
The constant-voltage cross-sections of the volume can be approximated by rectangles of
vertex coordinates (1,[cT-1]/[c-T]), (1,[c-T]/[cT-1]), (T,1), (1/T,1) where c and T are
respectively the output contrast ratio and the threshold. These sections exhibit large
tolerances at high voltages.

The paper will detail the S-SEED modelling, the methodology and the results of the
tolerance analysis and indicate the extension of the method to alternative circuits such
as those incorporating logic-SEED arrays. The method differs from earlier ones11 in that
leakage effects are considered and dependence on applied voltage, as well as the non-
uniformity. Leakage effect is inherent to the manner in which circuits have been operated
and can dominate the tolerance combinations.
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1. Introduction
Basic operations of a simple neural network model are a spatial weighted sum operation,

including arithmetic operations of multiplication and addition, and a nonlinear operation. A
neuron calculates multiplications of synaptic weights and input signals from other neurons, and

performs the nonlinear operation for their sum. In a general neural network model, because the
synaptic weights have the bipolar values, which are excitatory weights and inhibitory weights, the
arithmetic operations need addition, subtraction, and multiplication in a negative range. To
represent the bipolar values, a spatial position encoding technique'A and a polarization encoding
techniques' are applied. These techniques representing the bipolar values require twice elements
of original neural networks and subtraction of signals from a pair of elements encoded to negative
and positive values. The optical neural networks using these techniques perform subtraction with
electric circuits, and an optoelectronic signal conversion is required. An optical neural network
model using the neurons encoded to positive and negative was proposed.5 This model requires
twice number of the neuron.

In this paper, a new technique for the optical neural networks is presented. This technique
can perform the neural computation in positive range and the number of elements is same as
original neural networks. The bipolar weights are changed to the non-negative weights by adding
a constant. By superposing of reversal inputs with weighted sums, subtraction in the neuron is a
constant. This means that subtraction is not necessary, because subtraction with the constant can
be treated as an offset of a nonlinear output function. This technique is called the reversal input
superposing technique (RIST) which is obtained from modifying a basic calculation rule of the
neural networks, and implemented by a conventional configuration of optics. We construct an
optoelectronic system for the experimental verification of the present technique. Furthermore, we
demonstrate the Hopfield model 6 as an example of the neural network model realized by the
experimental system.

2. Modification of Basic Neural Network Model
Consider a discrete model of simple neural networks consisting of M neurons, which receive

the same input signals X = (x,, ... , xi,..., xN} from N input neurons, and emit respective output
signals V = ( vp, ..., vj ..... vM). Let wji be the synaptic weight from the i-th input neuron to the j-th

output neuron. The j-th weighted sum of the input signals is then written as

wr i te j-•thjvx -h o, (1)
where b, is the j-th value of" a set of the thresholding values H ={h, ..... hj ..... h m). The output v, is
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written as
vi =Atu), (2)

wheref is a nonlinear output function. The synaptic weight wji and the weighted sum uj are generally
the finite real values. The input xi and the output vj are ranged from 0 to 1 in many neuron models.

Here, considering to introduce two constants a and 03, Eq. (1) is rewritten as
S= 1,(wj+ a)x x + a Z,(p - xi) - Nap4. (3)

The thresholding values H = { hj )are neglected because they can be treated as same as the synaptic
weights. The constant a is a bias of the weights w,,, and is determined to

a > - min( wý ), (4)

where min( wjj ) denotes the minimum value of a set of the weights W = )wji). Hence, the biased
synaptic weights Wb = (wji) = { wj + a } of the first term in Eq. (3) are necessary to be positive. The
constant 0 is introduced so that the second term in Eq. (3) is positive, and is usually set to

S> max( xi ), (5)
where max( xi ) denotes the maximum value of a set of input signals X = {x 1. All the modified
input signals X= ( ii ) = ( 03 -xi I of the second term in Eq.(3) are positive. Third term Ncao, which is
constant since the constants a and 03 are determined in advance, can be treated as an offset value of
the nonlinear output functionf. The weighted sums U = [ u, ) of Eq. (1) are rewritten by using the
biased weights Wb and the modified input signals X, and the modified weighted sums U = are
written as

S= 7w jix + (6)

The modified weighted sums U are non-negative values given the constant Nac3 to the weighted

sums U = { uj ). The first term in Eq. (6) is the vector-matrix product between the biased weights WV
and the input signals X. The second term in Eq. (6) is the sum of the modified input signals X• The
output signals V = { vj ) of Eq. (2) are also written as

vi =f( i), (7)
where

f(x) =fl x - Nac ). (8)
The nonlinear operation f(x) is generally monotonic increasing. In the model of the neural
computations of Eqs.(6), (7), and (8), the important feature is that all the synaptic weights and all
the neural signals are non-negative values.

. Optical Implementation of RIST
Equations.(6), (7), and (8) equivalent to the original neural computations of Eqs.(1) and (2)

fit to an all optical implementation, because of no subtractions and no negative values. The modified
input signals X in Eq. (6) are the reversal signals of the input signals X if the constant 03 is chosen

to be 1. Accordingly, addition in Eq. (6) can be calculated by superposing the optical weighted sum
with the reversal input signals. Equation (7) is based on non-negative calculation, and Nap in
Eq.(8) is treated as an offset of the thresholding device.

The RIST requires simultaneously an input and a reversal input. As an example of the
implementation of the RIST, we think about a polarization encoding method. By modulating the
input signals to a polarization pattern, the input pattern and the reversal pattern are obtained in
parallel. The real value from 0 to 1 is represented by the angle of the polarization from 0( to90" with
respect to the vertical axis. The polarization pattern changes to the light intensity pattern with an
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analyzer set to a vertical direction for obtaining the input pattern. The analyzer, on the other hands,

is set to the horizontal direction for obtaining the reversal pattern.

In order to verify the RIST, the experimental system is constructed as shown in Fig. 1. The

system is composed of a liquid crystal television (LCTV), a photographic film, a CCD camera, a

computer, an image processor, and other optical components. A light source is a He-Ne laser,

which is omitted in Fig. 1. The LCTV, which is removed the analyzer, accepts the signals through

the image processor from the computer and modulates the input signal to the polarization pattern.

The light modulated by the LCTV is divided to two orthogonal polarized light by using Analyzer1

and Analyzer2, and two divided lights are superposed by the beam splitter. The angles of Analyzerl

and Analyzer2 are set to 0* and 90* with respect to the vertical axis, respectively. Analyzer3 is used

to adjust a ratio of the intensities of two divided lights. The photographic film memorizes the synaptic

weights Wb. The optical part in the experimental system calculates multiplications and additional

in the summation of the following equation rewritten from Eq. (6),

=Zi(wbixi +xli). (9)

The computer and the image processor in the electric part of the experimental system handles

a summation of Eq.(9) and the nonlinear output function f of Eq.(8). The computer sums up the

signals from the CCD camera, and calculates the output signals V={ v ) of the neurons by performing

the nonlinear operation f to the summation.

Input (L CTV) Analyzerl Weights (Film)

....... ...0- O.....
Polarizer 

CCD
Sx:11r l/tl ........... l--

Reversa~l -:!t-
Input

Analyzer2 Analyzer3

Page rocessor

Figure 1 Experimental neural system based on RIST

4. Experiment

In the experimental system, the Hopfield model is implemented to made a fundamental

verification of our technique. The synaptic weights W = ( w, ) for storing a set of P binary vectors

X~p = {x 1p, x2p, ... , XNp ) consisting N bits long are given by

wii V 2xjp- 1 X 2xi - 1) for i *j,

=0 for i = j. (10)

Because the minimum value of the synaptic weights W is -P, the biased weights Wb=(w, 1+P)

added the constant cx=P are obtained. The offset of the nonlinear operation in Eq.(8) is set to be NP.

A Hopfield model with 25 neurons is implemented in the experimental system. Figure 2

shows three stored patterns consisting 5 x 5 elements. Figure 3 shows the results of the recalling for
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the retrieval of three stored patterns in the experimental system. The recallings in the experimental

system were performed for all possible initial inputs whose deviation from the stored pattern are

less than 3. For comparison, the results of the computer

simulation of the recallings are shown. Figures 3(a),

3(b), and 3(c) show the recalling results for three stored

patterns A, B, and C, respectively. E
5. Conclusion A B C

A general technique for optical neural Figure 2 Three stored paterns

networks called the reversal input superposing

technique (RIST) has been discussed. Optical neural (% ) 100

networks introducing the technique are not necessary

negative weights and subtraction, and inherently 90'

constructed all optical system without the electric-- - 80
circuits. Also the required elements of the neuron and 0

the weight is same number of the original neural c 70 SA
networks. Therefore optical neural system is simple 6

configuration by a conventional lens system and a 0 0

masking of the image. Deviation

The RIST is requires the input pattern and the M 100

reversal pattern in parallel. They are obtained by

modulating input signals to polarization pattern. In 9

the experimental system, a LCTV is utilized. The • 80

experimental system performs the weighted .

interconnections and the superposition of lights on both B
optical paths in optical part, and the nonlinear output 60

function in the electric part. In the experimental Deviation
system, the Hopfield model which has 25 neurons and

i00" I- " -
stores 3 patterns was implemented. In the experimental M(%) \
results, the convergency for the retrieval of three stored >' 90

patterns is almost similar to the computer simulations. c
T8-4)
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Artificial neural networks have become popular, to a large extent, because of their
putative ability to adaptively learn their optimal operational states. It is also generally
accepted that parallel systems with on-line learning must be designed in order to
satisfy the demand for real-time, large-scale networks. We have recently designed1

and demonstrated 2 a scalable, prototype optoelectronic system which supports the
recall, or feedforward, mechanism of neural networks. In this paper, we present a
modification of this architecture which allows on-line, fully parallel learning.

The Dual-Scale Topology Optoelectronic Processor3 (D-STOP) is a fully parallel
optoelectronic architecture designed for matrix algebraic processing, which uses a
minimum number of optical transmitters while maintaining area efficient electronics
and simple, space-invariant optical interconnects. For an MxN matrix problem size, the
architecture consists of M processing elements (PEs), one for each row of the matrix.
Within each PE is an electronic binary tree structure with processing sub-units at each
node. Each PE has N leaf units which correspond to the matrix elements within the
given row. Each leaf unit has an optical detector, as well as local memory, logic
circuitry, and electronic I/O to the tree structure. At the root of the tree is the root unit,
which in addition to local memory, logic and electronic VO has an optical transmitter for
data output. Each PE receives a copy of the optical input vector, with each leaf
receiving one of the N elements of this input vector.

Figure 1 shows how two D-STOP arrays can be coupled to implement a three
layer neural network. The input vector elements Xk(0) are optically fanned-out to each
of the hidden (Array 1) layer neurons. The output xj(1) from each of these hidden layer
neurons is given by,

Xj(1) = f{Xk Wjk(l) x Xk(0)} [la]

The product Wjk(1)XXk(0) is calculated at the k-th leaf unit of the j-th PE. The
summation of these products within a PE is achieved through electrical fan-in on the
binary tree. The nonlinear threshold function i is performed at the root unit of each PE.
The result, xj(1) then serves as the optical input to the output (Array 2) layer, which
calculates

xi(2) = f{(7 WUj(2) x xj(1)) [1 b]

in a similar manner. A 16x4xl scalable prototype 2 of this architecture has recently
been constructed, with a preliminary performance measure in excess of 500,000 input
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presentations per second. An optimized performance measure of 1 OM presentations
per second is expected.

Error backpropagation 4 is a gradient descent learning algorithm which minimizes
a least-mean-squared error function defined on the weight state of the network. For
brevity, we define this algorithm operationally on a three layer network. The local
unscaled error of the hidden and output neurons, hI(1) and hi(2) respectively, are given
by,

hi(1) = Yi Wij(2) x ei(2) [2a]
hi(2) = yi(2) - xi(2) [2b]

where yi(2) is the desired output of the i-th neuron in the output layer and xi(2) is its
actual output. These local errors become scaled local errors, ej(1) and ei(2), when
multiplied by the derivative of the nonlinear function evaluated at the neuron's current
activation,

ej(1) = hj(1) x f'(aj(1)) [3a]

ei(2) = hi(2) x f'(ai(2)) [3b]

The weights of the hidden and output neurons are adjusted according to,

AWjk(1) = Q x el(1) X Xk(O) (4a]

AWij(2) = a x ei(2) x xj(1) [4b]

where a is the learning rate. Unfortunately, the feedforward D-STOP neural system in
Figure 1 is, as such, not well suited for implementing real-time error backpropagation
learning. The large optical fan-out used to copy the input vector over each PE does not
allow the necessary bidirectional communication and computational fan-in required by
[2a]. Fundamentally, while the locations of the weights Wij(2) within Array 2 facilitate
the parallel matrix-vector multiplication of [lb], the weights cannot be accessed in a
manner which allows parallel execution of [2a]. which is also a matrix-vector
multiplication using the same weight matrix, but in a transposed representation.

The tandem D-STOP architecture shown in Figure 2 can overcome these
limitations. The arrays labeled "1" and "2" implement the feedforward mechanism of
the model, as in Figure 2. The additional D-STOP array, labeled "2T", implements the
transpose of the weight matrix for layer 2. That is, a second copy of the weight Wij(2) is
stored at the i-th leaf unit of the j-th PE of this array. During the learning phase, the
local scaled error e1(2) is calculated in the ith PE of array 2, according to [3b]. This term
is distributed electrically to the leaf units within that PE, which, having also received
the input signals optically from the previous layer, can update their weights according
to [4b]. Simultaneously, each scaled error el(2) is optically distributed to the i-th leaf of
the every PE in Array 2T. In addition, the signal xj(1) from the previous layer is
transmitted to the root unit of the j-th PE in array 2T. This signal is electrically
distributed to every leaf unit within the PE. Two operations are performed in this array.
First, the weights in array 2T must also be updated to maintain consistency with the
weights of array 2. Since each leaf unit in this array receives ei(2) optically and xj(1)
electrically, this update [4b] can be performed locally. Second, Array 2T computes the
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local, unscaled error terms [2a] for the previous layer. These results are obtained at the
root units of Array 2T, then transmitted to the root units of Array 1. The local scaled
errors ej(1) can then be calculated according to [3a] and electrically distributed to the
leaf units, where the weights can be updated according to [4a]. In this manner, error
backpropagation learning can be implemented on-line in parallel.

We will present the tandem D-STOP learning architecture in more detail, and
discuss related systems issues. Methods of reducing hardware requirements and
improving learning performance will also be discussed.

1. A. V. Krishnamoorthy, G. Yayla, and S. C. Esener, IEEE Trans. Neural Networks, 3, pp. 404-413 (1992)

2. G. Yayla, A. V. Krishnamoorthy, G. C. Marsden, J. Ford, V. Ozguz, C. Fan, S. Krishnakamur, J. Wang,
and S. C. Esener, SPIE 1992 Intl. Symp. on Optical Applied Science and Engineering, San Diego, 1992

3. G. C. Marsden, A. V. Krishnamoorthy, S. C. Esener, and S. H. Lee, Opt. Left. 16, pp. 1970-1972
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4. D. E. Rumelhart, G. E. Hinton, and R. J. Williams, in Parallel Distributed Processing. vol. 1, MIT Press,
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31 x3(2)

IN PUT (0 A RAY I AMAY 2

Figure 1: Cascaded D-STOP architecture for parallel recall.
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Introduction.
Networks utilising lateral inhibitory and excitatory interconnections have a

number of interesting properties, particularly for unsupervised learning and self-
organisation. Since the output of each node in a layer depends not only on the input
from other layers but also on the state of many or all other nodes in that layer it is
not possible to calculate the output of individual nodes separately but the solution
for all nodes must be found in a parallel, self-consistent fashion. This is a problem
both in simulation on conventional serial computers and in implementation,
particularly in planar electronics. Optics, utilising the third dimension offers a
possible solution.

Lateral interconnections can provide a number of different functions
depending on the particular connectivity and the internal structure of the nodes.
Large scale lateral inhibition can give rise to competitive or "winner-take-all" (WTA)
behaviour within the field of inhibition. 1 In early vision processing the well known
centre-on/surround-off or "Mexican hat" interaction provides contrast enhancement
and forms the basis for much retinal processing.2 The computational properties of
laterally connected and recurrent networks have been extensively studied by
Grossberg and co-workers over the years3 and have evolved into the powerful class
of ART networks.4

When inhibitory interaction is combined with local neighbour positive,
excitatory connections i.e. centre/surround connections and Hebbian learning
between the laterally connected layer and a prior, feed-forward layer a topographic
or computational mapping can be established. 5, 6 Adaptation by Kohonen to aid
calculation on conventional serial computers has allowed general exploration of
these networks.7 In tandem with theoretical studies there is extensive evidence from
neuroscience as to the importance of topographic mappings.8 As a definition of a
topographic mapping Knudsen et al can be quoted; "In a computational map, there is
a systematic variation in the value of the computed parameter across at least one
dimension of the neural structure ...... they transform their input almost
instantaneously into a place-coded probability distribution that represents values of
the mapped parameter as locations of peaks in activity within the map".8

Lateral Inhibition.
To date, electronic and opto-electronic implementations of lateral

interconnections have been inhibitory only and utilised planar electronic
interconnection. Analogue VLSI implementations of "sensory" networks have been
pioneered by Carver Mead and his group,9 and a simple shunting network, with
nearest neighbour inhibitory connections has been studied. 2 Winner-Take-All
functionality with optical input and output has been achieved by two different
mechanisms, both using a common global interconnection. 10°11 Both of these
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approaches are limited in the extent to which they can be scaled. Direct electrical
interconnection is suitable for nearest neighbour and single global interconnection.
The analogue VLSI "smart pixel" approach to signal processing within a node, as
exemplified by the above references, offers the greatest possibilities for compact,
robust systems. However, if we wish to implement a more complex or large scale
network then there are extreme difficulties with planar, electrical interconnection.
The combination of opto-electronic "smart pixels" with diffractive optics can address
these problems as suggested in figure 1 for an inhibitory network.
Each pixel (as shown in the insert) Output UghtureW./

consists of a photodetector, some __ __l,

processing electronics and a light source elun•t
or modulator. Input can be optical orpredetermined ~~, fahonb 

dfratvelectrical. The light from any pixel is .Elecnk_%

directed to its neighbouring pixels in a Fpupredetermined fashion by a diffractive Fdlk inpu

optical element, the small fraction
leaking through serving to provide the
output. The signal from thenput
photodetector provides the summed Figure 1 Optical implementation of
inhibitory signal from neighbouring lateral inhibition and (insert) pixel
nodes to update the pixel according to layout.
the internal electronics. This then becomes the output. The internal processing,
whether additive or shunting3 are not considered in detail here, only the means of
interconnection.

As with the electronic implementations described above, the extent of the
lateral interaction is limited, in this case by the optical power available. If we wish to
have winner-take-all behaviour it is necessary that the optical interconnection spans
the distance between competing nodes. To ensure this we must invoke the principal
of topographic organisation discussed above. This would imply that if a number of
nodes are excited by the same input, then these nodes should represent somewhat
similar properties. If the nodes are topographically organised then the excited nodes
will be physically close, and so able to interact. Thus the network can be scale-up
arbitrarily. Topographic organisation is imposed by the previous feed-forward layer,
which we have not discussed here, rather than to the competing layer itself, but
relies heavily on the type of processing described in the following section.

Lateral Excitation and Inhibition.
In the above section we considered only inhibitory connections. For certain

applications, most notably the "mexican hat" centre/surround type interaction, both
excitatory and inhibitory connections are required. This presents special problems
for optical implementation, as light is a positive definite quantity. We shall consider
this problem in the context of the centre/surround interconnection scheme. As
shown in figure 2 the interaction (heavy line) can be broken down into a strong local
excitation and a broader, weaker inhibition. This requires that from every node there
are excitatory connections to near neighbours, and inhibitory connections extending
to a larger radius. If an arbitrary input is presented to such a competitive layer stable
"bubbles" of activity will form at the maxima of the input signal.7 (For example see
figure 4.)
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This can be seen as WTA activity due to
the lateral inhibition with the local
excitation broadening out the winning
node into a cluster. This type of
behaviour provides great robustness
and is common to biological processing.•/

It is also essential for the formation of-6226
topographical mappings.5  Figure 3 •.,

illustrates an architecture for optically
implementing inhibitory and excitatory
lateral interactions by spatially Figure 2 Centre/surround interaction
separating them in distinct layers. The (heavy line) and its decomposition.
node activity is calculated at Yi, with the
complementary Xi calculating the Outp• Dltatr
excitatory contributions and • •.. pia -
broadcasting the inhibitory signal. Thus | ~n
a photodetector at each Xi sums the net
excitatory input to that node. This is fed
back to Yi via a one-to-one electrical
interconnection. The output of Xi i sInbl, yEctor,
dependent on the net optical input and
any external inhibitory inputs and is fed 4i Inecbrtoal
back to the Yi according to the inhibitory Excitt
interconnection strengths. Thus the Inu int

photodetector at each Yi calculates the Figure 3 Lateral optical excitation and
net inhibitory input. The net activation inhibition architecture.
of the node Yi can be computed using
the optically delivered inhibitory signal and the electrically delivered excitatory
signal. This is then thresholded to give a new output. For suitable values of feedback
parameters this network can form stable bubbles of activity, as illustrated in
simulation in the following example. Such a network is at the heart of self-
organising nets but it would still be necessary to have the inputs, at least partly,
organised on a topographic basis to ensure possible winning nodes can compete.

We will consider a simple additive network with external excitatory inputs
only. The network is initialised with Yi(0) = input pattern, Xi(0) = 0, and then allowed
to iterate to a final state. The layers Xi and Yi are alternatively updated according to
equ's I and 2.

Xi (t+1) = Xi(t) + at X-Yiwt Equ. 1

-a
+3a

Yi (t+l) = ith (Yi(t) + Xi(t+1)- 13 •XiXt ) Equ. 2

-3a
where J th is a threshold function. The values of Yi after sequential iterations are

shown in figure 4 along with the threshold function J th used and the form of the

lateral interaction. Values of feedback parameters at = .3, 13 = .04, were used for input
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signal levels <.1 The interaction width a = 4, giving inhibition 3 times as wide as the
excitation, and has been squared off to simplify calculations.

5.0 0 7 1o

1.5 2 2
S4

CL 2-510 10 21~Ff1~i

0.0 5
0 10 20 Nd30 40 50

Node 5

Figure 4 Simulation of the formation of a stable bubble of activity.

Inserts: lateral interaction strengths and the threshold function th.

As we can see a stable bubble of activity soon forms at the region of maximum input.

Conclusions.
If complex, hierarchical neural network systems are to be built then it will be

necessary that individual sub-systems be to some extent unsupervised and self-
organising. This will ne'-essitate the use of lateral interconnections. The
implementation of the dense and complex but regular and fixed connectivity
required seems an area ideally suited to optics when combined with the possibilities
of modern smart pixel technology.

References
1 Y. Cheng and Z Wan, "Distribution of winners in local inhibition", in Proc. of the International

Joint Conference on Neural Networks (IJCNN 92) (IEEE 92CH3114-6, 1992) pp I11 456-11 460.
2 B. Nabat and R. D. Pinter, Sensory Neural Networks: Lateral Inhibition, (CRC Press, 1991).
3 S. Grossberg, "Adaptive pattern classification and universal recoding: I. Parallel development

and coding of neural feature detectors", Biological Cybernetics, 23. pp 121-134 (1976).
4 G. A. Carpenter and S. Grossberg, "ART 2: self-organisation of stable category recognition

codes for analog input patterns", Applied Optics, 26X pp 4919-4930 (1987).
5 C. von der Malsburg, "Self-organisation of orientation sensitive cells in the striata cortex",

Kybernetik It, pp 85-100 (1973).
6 A. Takeuchi and S. Amari, "Formation of topographic maps and columnar micro structures in

nerve fields", Biol. Cybernetics, 35. pp 63-72 (1979).
7 T. Kohonen, Self-Organisation and Associative Memory, (Springer-Verlag, 1984).
8 E. I. Knudsen, S. du Lac, and S. D. Esterly, "Computational maps in the brain", Annual

Review of Neuroscience, 10. pp 41-65 (1987).
9 C. Mead, "Analog VLSI and neural systems", (Addison-Wesley, 1989).
10 C. V. Radehaus, J. I. Pankove. M. Kuijk, P. Hermans, and G. Borghs, "Maximum detection

with a two-dimensional optoelectronic p-n-p-n winner-take-all network", Applied Optics
31. pp 6303-6306 (1992).

11 K. Wagner and T. Slagle, "Competitive optical learning with winner-take-all modulators", in
Optical Computing, Vol. 6 of 1991 OSA Technical Digest Series (OSA, 1991) paper WA5.



152 / OWE6-1

Neural Algorithms that Exploit Optical Hardware Characteristics

John F. Snowdon

Department of Physics, Heriot-Watt University
Edinburgh EH14 4AS, U.K.

Since the beginning of the respective subjects of neural nets and optical processing, groups
in both disciplines have believed that the fusion of neural processing ideas with optical technology
will produce the most powerful computers of the future. The interconnection density and bandwidth
available in optics is a natural platform on which to conceive neural processors' but a lack of devices
has held up progress. Most approaches at present attempt to implement known neural models and
algorithms in optical hardware. An alternative approach may be to invent new, or adapt old, models
and algorithms to map onto the optical hardware that exists. In particular the dynamics of devices
play an important role in asynchronous networks, and these dynamics may be exploited. This paper
presents applications of nets in which some attempt is made to exploit these ideas. Amongst the
possibilities raised by such an approach are exciting new 'neural' models and a synthesis of digital
and neural techniques.

The devices considered here are Non-Linear Interference Filters (NLIFs) and S-SEEDs. These
devices are chosen primarily because of the extensive experience that has been gained in the practical
use and theoretical study of such devices by the optical computing group at Heriot-Watt University.
The devices may be exploited for network use in many ways -different aspects of their characteristics
may be usedfor weights, thresholds or signum functions. Many different characteristics are available
from this class of devices depending on how (and if) they are clocked, on the method of supplying
their operating power, and on the quantity of power supplied.

Further sets of functions may be generated by dynamical means and by coupling devices in
specific ways.

The simplest conceptual form of a neural network model is a weighted crossbar interconnect
or matrix vector multiplier. The neurons are a vector of thresholding pixels whose outputs are
fanned-out and passed through a weighting matrix and then fanned-in in a direction orthogonal to
the initial fan-out to form the off-axis inputs of the thresholding devices. Both Hebbian and Error
propagation schemes2 may be mapped onto hardware of this form. The weights may be adjusted
using electronic hardware coupled to an electrically addressed SLM, but the goal is to produce
simple enough algorithms so that optical learning feedback may be employed. This is most desirable
since the feedback process is likely to be computationally the most expensive.

One application which we consider is the replacement of various functional units in an optical
cellular logic image processor"As, in order to build in fault tolerance. As an example consider an
adaptive programmable logic unit (APLU) using error propagation. The APLU must be able to
learn any desired logic function from multiple presentations of the training set and must be able to
re-adapt to restore that functionality in the event of unit failure.

An example of the dynamic evolution of the learning process is shown in Fig. I(a) and I(b).
The task is delineated into two phases. In the first phase, the logic unit learns a simple task, the
solution of the desired logical operation (in this case the Ex-Or problem) starting from a random
weight matrix. The neuron states evolve according to the following equations',
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Wi N-• b(e0 Pff- 1- ti+ 7. WV (1- ab(e•)
C j.1

and

Po=( 1 - ab( ) P.,
In this example, only three of the neurons evolve since neurons 1 and 2 are taken to be inputs, or
input units, and hence 61,2 = 0 and their outputs set to the desired steady state characteristic values.
The third neuron is declared the output unit and its output along with the target signal forms the
learning signal for the weight update. The other three neurons effectively constitute hidden units
in that they form part of an asynchronous nonlinear link between the inputs and the outputs, but are
not explicitly tampered with. The selection of 3 units to perform the task is accidental, the network
chooses to use only three neurons in a wide variety of the initial random weight matrices used in
the experiment and, indeed, the weight matrices generally converge to similar numerical values.

Error may be propagated in a wide variety of ways, each with different dynamics and features.
The primary assumption made in this experiment is that the weight updates take place on a larger
timescale than the network evolution so that some of the 'decision making capacity' of the system
is being utilised during update. Indeed, it may be desirable to clock the weight update system so
that the inputs are sampled at well defined intervals. Precise trade-offs of learning efficacy against
update speed are difficult to establish at present. The speed and nature of the algorithm employed
varies with the type of hardware envisaged. In the experiment shown in Fig. 1(a) correct operation
generally ensues over less than 10 presentations of the input set. The particular learning algorithm
employed in this experiment is to update the weights according to

-- J- = ngk (t-POJ PD) j~z

and
---•- = Tig ((Pe• - QtP). V• =z

subject to 0 < Wji < A3 and Wil = 0, where T1 represents the time constant of the learning/weighting
hardware and g is the transfer function of the hardware. The subscript z designates the unit(s)
selected to be outputs, and t4 represents the target for that output on a particular learning presentation.
1 fixes the dynamic range of the weights (which are all positive).

The second phase of the experiment involves failing one of the hidden units, in this case, unit
5 fails low. The system relearns to perform its task correctly in less than 100 presentations, but
finds this relearning generally more difficult (due to the effective spurious input). In some cases
the system will begin to utilise other hidden units, in some cases it manages to relearn the task on
an effectively smaller set of units. Of course, failure of the output unit is catastrophic to the process,
and must be dealt with by either incorporating additional redundancy or by reallocating the output
status to a hidden unit in the event of an unreasonable number of failures.

In conclusion, a neural system using optics or optoelectronics has been presented in a novel
application. The employment of real device dynamics in the system and in the algorithms, appears
to give rise to highly successful learning and convergence rates in the simulations. Tables of these
rates (based on experimental device characteristics) over a wide range of tasks (including pattern
recognition and content addressable memory) will be presented at the conference.
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1. INTRODUCTION :

Process control is a time based concept.The objective is to
maintain a property at some specified value in time as the
manufacturing process proceeds. For most of the process control
applications , real time control is very much desired. Thus the
speed of the control system is of prime importance. In this paper
a novel concept of use of a optical computing block for the real
time control application is attempted. Optical computing
inherently has the advantages of high speed and massive
parallelization.

The concept, design, fabrication details and testing of an
optical magnitude comparator are described. An optical equivalent
of TTL 7485, magnitude comparator has been designed and
fabricated. The design of optical gates is based on shadow
casting method [1]. For practical implementation of the system an
LED matrix and Liquid Crystal based SLMs and masks are used. The
fabricated comparator, after testing its perfoemance, is further
used in a temperature controller.

2. PROCESS CONTROL BASICS :

The following example shows the strategy used for regulation
or control of a variable. Equation (1) represents the state of a
process as a function of process variables and time [2].

'P- = G ( ;>•, ý -1, 9) , ... 03 t)(i

where, the state variable

G the functional representation of the process
2y: the process variables
t : time.

The variable ))j, depends on other variables in the process
and also on time. This can be called as controlled variable.
Select one variable, say Pi, in equation 1 to be a controlling
variable. Thus,. Vj , will be a variable that affects the value
of V-. For temperature control problem this could be the heater
current affecting the temperature.

Make a measurement of controlled variable -?j, to determine
its present value. Compare the measured value of controlled
variable with desired value for maintenance of the product
property. The desired value is called set point of the controlled
variable. Determine a change in the controlling variable that
will correct any deviation or error of the controlled variable
from the set point. Feedback this changed value of controlling
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variable to the process to create a correction to the controlled
variable. If this procedure is repeated on a regular basis , the
result is regulation of variable in time. Furthermore, if such a
process is set up for all the variables on which all the product
properties depend, the result is called process control. The
role of electronic comparators for indicating the difference
(error) between measured value and set value, in traditional
process control is well known . This error is then processed
further to reduce it to minimum value. Fig. 1 shows the block
diagram of a process control loop.

Error Detector
S•COXNTROLLER CO3NTROL

Set Point ., ,ELEMJENT

PROCESS

Fig.1 Blockdiagram of a process control loop.

In the present work an attempt has been made to implement
the comparator optically. The optical implementation has
advantages of parallelism and high speed. Therefore if large
number of parameters are to be compared then optically
implemented comparator would be very much useful.

3. DESIGN OF THE OPTICAL MAGNITUDE COMPARATOR :

The process contol can be achieved both by analog as well as
digital techniques. There are advantages and limitations of both
the approaches. However, a digital control is accpeted widely as
a stable control. The controlled variable is typically in analog
form, which is degitized with a suitable ADC and the digital data
is further processed for the control operation. A digital
comparator would thus be a block finding the error between the
set and the sensod values of controlled variable. NE7485 is a
standard TTL magnitude comparator[3] which compares two 4-bit
binary numbers. The attempt has been made to develop a optical
magnitude comparator. This would form one block of the optical
processor developed for temperature control application.

The implementation of optical magnitude comparator makes use
of shadow casting method given by Tanida et al Using this
technique sixteen different logic functions can be implemented.
Based on these logic functions we have designed the Optical
Magnitude comparator.

4. Optical Magnitude Comparator Using Shadowcasting Approach

The magnitude comparator is of much help because it can
compare a binary word with another. Here advantage is that the
operation of comparison is made simultaneously on all bits in the
word. Here we have reported a design of OPTICAL MAGNITUDE
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COMPARATOR based on above mentioned technique. Fig.2 shows the
block diagram of the same.

ARRAY I NPUTS GRA

Fig.2 Blockdiagram of Optical Magnitude Comparato':

We have designed it for comparing two four bit binary
numbers. Plane P1 consists of light sources, mainly LEDs. Their
on-off conditions can be generated by using a controller block.
For comparison of four bit word we require source array of size
12 X 12. The word A consists of four bits labelled as A3, A2, Al
and AO. The word B also consists of four bits labelled as B3,
B2, B1 and BO. Both A3 and B3 are most significant bits. Each bit
in the word is spatially encoded [1]. While comparing two input
binary objects their spatially encoded forms were superimposed on
each each other by keeping the one object in front of the other.
Using shadowcasting method a gate level form of TTL
NE7485(electronic magnitude comparator) was implemented
optically.

In the on-off type of temperature controller this optical
magnitude comparator was inserted in place of electronic digital
comparator to compare the difference between set and sensed
temperature. The blockdiagram of the optical processor used for
temperature control application is shown in fig. 3. Performance
of the temperature control system with conventional electronic
and the optical magnitude comparators is studied. Results are
quite encouraging.

RF•ERENCE
SOPTICAL DRIVER

SENSE MAGNITUDE CIRCUITARY RELAY

)t

COMPARATOR

ANALOG TO SESSOR +E

DIGITAL AMPLIFIER • H.T_

CONVERTORl

Fig. 3 Blockdiagram of optical processor for temperature control
application. CoN-oq)



OWE7-4 / 159

This optical processor is also used in feedforward type of

temperature controller and its performance is tested with

conventional feedforward type of temperature controller.
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1 Introduction

As is known optical analog processors can readily extract boundary OA from any plane image A by
means of both optical differentiation of the image [10] and optical symbolic substitution (SS) [5] [3].

Ho,;'ever, the inverse operation - reconstructing a plane image from its boundary usually called
region filling, cannot be performed optically so easily. Despite this operation having many appli-
cations in scene analysis, pattern recognition and navigation of mobile robots, it has received no
attention from workers in optical image processing and no approach has been suggested for its optical
realization.

Meanwhile, this problem has received much attention from computer scientists who have pro-
posed many solutions intended for ordinary display devices [8], [7], the best of which [1], as far as we
know, has O(n log N) time complexity, where n is the number of pixels contained in the boundary
and N is the number of pixels contained in the diameter of a polygon.

Due to their high time complexity, these algorithms are poor on real time image reconstruc-
tion which is required in many applications (e.g. mobile robot navigation [6]). Hence, the problem
emerges of applying optical image processing techniques to developing a new filling algorithm which
takes into account that many complicated operations on images can be performed optically in con-
stant time and, hence, can be used as new primatives in developing an optical filling algorithm
capable of filling the interior of a region hopefully also in constant time. We keep in mind the
following operations:
* addition/subtraction: C(n, in) = A(n, m) ± B(n, m) of two images in parallel for each pixel
(n, m) [2].
9 scalar multiplication: CQn, m) = k • B(n, m) which is obtained as a result of the passage of
light through both the SLM containing B(n, m) and the SLM whose pixels have optical density
k. We assume that photodetectors cannot distinguish between two electromagnetic waves if their
amplitudes differ by less than unit under appropriate scaling. Thus, elements of the matrices we
deal with are positive integers and scalar multiplication of an image is, in fact, the operation:
C(n, in) = Lk - B(n, ,n)J.

"* thresholding of an image at a given level L [41:

CQnm) = ThresholdL (B(nmn)) =1, if B(n,m) > L;
0, otherwise;

"* convolution [9]:

N M

C(n, m) = Z A(n - i, m - j) . B(i, j) = A(n, m) * B(n, in);
i---- )=l
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Based on these operations as primatives, we can try to reduce time complexity of the filling and
propose constant time filling algorithm.

2 Description of the algorithm

To obtain the idea of the algorithm turn from a discrete plane consisting of pixels to a continuous
plane consisting of points and consider any horizontal line y = a intersecting the plane figure which
is assumed to be a polygon (see fig. 1).

What segments of this line lie in A? To answer the question we should assign a weight to each
intersection point (xi(a), a) by the following recurrence formulae:

1, if the ith intersection is of
the first type (see fig. 2 a, b);

1, if the ith intersection is of

the second type (see fig. 2 c, d );weight(xi (a), a) = weight(Xk (a), a) + _1 f h ith itreto s

k=1 2', if the i~intersection is of
the third type (see fig. 2 e, f);

0, if the ith intersection is of
the fourth type (see fig. 2 g, h ),

wh're i is the number of intersection in order from left to right.

It is easy to see that each segment of the line whose left endpoint has an odd weight, lies in A.

We can also attribute a weight to other points (z, y) by the following formulae:

weight(x,y) = E weight(xi(y),y).

xi(y)<z

Obviously, only points with an odd weight lie in A.

Now attribute a type to each point of 9A ns follows: the type of a boundary point is the type of
the intersection between 0A and the horizontal line passing through this point. Since interior points
of horizontal boundary segments cannot be intersection points, we attribute to them the fourth type.
Thus, we have:

4

OA= U Si,
i=1

where Si is the set of boundary points of the ith type.

Theorem 2.1

weight(x, y) = Si * ray(x, y) + S 2 * ray(, y) + S3 ray(z, y),

where
y 1, ifz>O,y=O;

ray(xy)-{ 0 , otherwise,

and convolution between set S and any function f(x, y) is defined as follows:

S*f(x,y)= E f(x-p,y-q).
(p,q)ES

We omit the proof in this version.
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Let us now turn from the plane consisting of points to the plane consisting of pixels and generalize
the approach stated above.

Instead of the function ray(z, y) consider the image

RAYn, n) 1, if rn= 1, n> 1;
RAY~nm) = 0, otherwise.

Instead of boundary points of the ith type consider boundary pixels of the it'h type (see fig. 3).
We assume here that each boundary pixel is adjacent to exactly two others because those boundary
pixels which do not satisfy this property can be removed from the boundary without breaking its
topology with the help of SS (we omit details in this version).

Let Si be now a set of boundary pixels of the ith type and

WEIGHT(n, m) = S, * 2. RAY(n, m) + S2 * RAY(n, m) - S3 * RAY(n, in).

It is easy to see that the interior of A consists only of those pixels (n, m) which have WEIGHT(n, m)
not a multiple of 4.

Hence, we can propose the following filling algorithm.

Step 1. Remove redundant corner pixels from the boundary. As a result we obtain new boundary
(of the same region) where all pixels are of type 1, 2, 3 or 4.

Step 2. For each i = 1,-3 recognize boundary pixels of the i&h type . For this aim correlate the
boundary with masks depicted on fig. 3 respectively and threshold the resulting images at level 3.
As a result we obtain images S1, S 2 and S3.

Step 3. Compute

WEIGHT(n, m) = S * 2. RAY(n, m) + S2 * RAY(n, m) - S3 * RAY(n, in).

Step 4. Compute
W(n, m) = [WEIGHT(n, m)/4j.

Step 5. Compute

INTERIOR(n, m) = WEIGHT(n, m) - 4. W(n, m) 2, if the pixel (n, m) is interior;

, O, otherwise.

Since each step of the algorithm requires constant time for its performance, we obtain:

Theorem 2.2 The interior of a plane image can be filled optically in constant time.
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Figure 1: a polygon being intersected by a horizontal line.

e) h)

Figure 2: four types of intersections; directions of boundary segments are shown by arrows,
points of intersections are indicated as rings.
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Figure 3: boundary pixels of the first, second, third and fourth types marked as 1, 2, 3 and
4 respectively.
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Abstract

We consider the application of optical computational operations to problems that
arise in various geometric applications, such as computer graphics, image processing,
pattern matching. etc. We show how to implement, using only a constant number of
basic optical operations, a variety of algorithms that solve fairly complex tasks of this
sort. We discuss the methodology that. we propose, list the geometric algorithms that
we have developed to date, and illustrate the approach in two more detailed applica-
tions, motivated by computer graphics and pattern matching: drawing all possible lines
connecting pairs in a given set of points, and computing the closest pair (or k closest
pairs) of points in a given set.

In the last several years there has been significant progress in the design of optical devices
that can perform computational tasks. The input to such devices is a spatial light modulator

(SLM for short), which we can regard as representing a bivariate function f(x, y) encoded
in some optical form, such as a plane light wave with variable amplitude, or with variable
phase, or as a planar slab made of optical material with variable transmittance coefficient,
etc. The optical device then takes the input SLM's, and pass them through various lenses,
mirrors, filters, holograms, possibly also interacting several input SLM's with each other. In
this manner a variety of output SLM's can be generated, some of which are fairly complex
functions of the input SLM's. In particular, in constant time, one can compute various
pointwise arithmetic operations on the input SLM's [6], compute Fourier transforms [8],
convolutions [10], conformal transformations of the coordinate system [9], thresholding the
image at a certain level of brightness [5], and many other operations. The output SLM's
can then be stored in various optical manners, and then be used as inputs for further optical
operations.

These technological advances open tip the possibility of constructing a full-fledged general-
purpose optical computer, with a reasonably large storage of optical SLM's, and with a
processing unit capable of executing any program consisting of optical and other auxil-
iary operations. At present such computers are not yet fully available, although various
projects are currently studying the construction of prototypes of such computers. In spite
of some technical difficulties that still exist.. one can anticipate that. such devices will become
available in the not-too-distant futnure.
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From an algorithmic point of view, optical computing opens up immensely powerful new
opportunities for speeding up the solutions of many basic problems that have been studied
by computer scientists using conventional computers. This is because various complex
operations, that normally are fairly expensive, can now be performed in constant time.
Thus we propose to build upon the standard library of optical operations a variety of
composite operations (which we call optical algorithms), that perform progressively more
complex tasks. Besides the theoretical interest in such an approach, we believe that it will
be beneficial to the design of future optical computers, because it highlights desired design
issues, whose implementation will make those computers a much more convenient tool. It is
our hope to make engineers, who are currently working on the design of optical computers,
aware of these 'software' issues, so that future theoretical research on optical algorithms
might influence their work. There have been a few recent studies of a similar flavor; see e.g.
Reif and Tyagi [7] (see also [1], [2] for additional related works).

Geometric algorithms form an, ideal area for the development of optical algorithms,
because the basic optical 'data type', the SLM, is an ideal medium for representing (two-
dimensional) geometric data. In fact. in many geometric algorithms (in robotics, computer
vision, image processing, object recognition, etc.) the data already exist in the form of 2-d
images, so direct optical manipulations of such images, besides being ultra-fast, will also
save the need to transform such images from raster to vector representation and back. In
more 'artificial' cases, when the input to a problem is given in a discrete combinatorial
fashion (e.g. a set of 71 points or n lines in the plane), there arises the technical issue of
creating an SLM containing this input. This can be done using fairly standard techniques
(see a previous work by the authors [11] for more details), and in this paper we will ignore
this issue. Once the input SLNM has been created, we can apply to it the whole arsenal of
optical operations and obtain very fast algorithms.

Building tipon the basic optical operations mentioned Above, we first note that they
facilitate the implementation of many basic geometric operations in a constant number of
optical steps. Some of these operations are (see [11] for details of the implementation of
these operationi):

(i) Union/intersection of plane figures (here the input SLM's are assumed to store the
characteristic functions of the given figures):

(ii) The Minkowski sum/(difference of plane figures (same form of input SLM's as above):

A ± B =a ± b a E A, b E B);

(iii) The Radon (or Hough) transform [4], which serves as a basis for optical realization of
geometric duality, which maps in the plane points (a, b) to lines ax + by = I and lines
to points via the inverse of this mapping (see [3] for more details).

Using these building blocks, we have developed efficient optical algorithms for many
basic geometric problems. including the following:

"* Perform a variely of geomielric d(iality transformations.

"* (C )upuito the cmir(1W hiull of a planar point set.
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"* Compute the Voronoi aiagram and its dual Delaunay triangulation of a planar point
set.

"* Compute the portion of a polygonal region visible from a given point or edge.

"* Perform multiple ray shootings in a given planar region.

"* Solve linear programming problems in the plane.

More details, and a more comprehensive list of our geometric algorithms, are given in
[11, 12).

In this abstract, we exemplify this methodology by two simple optical algorithms that
solve rather non-trivial problems.

Drawing Straight Lines Between all Pairs of Given Points: Our first problem is
motivated by computer graphics. We are given a point set P = {P, = (X,,y)NI on an
optical SLM, and we wish to draw, on an output SLM, all possible straight lines passing
through each pair of points in P. We can solve this problem as follows:

Step 1. Dualize the point.s {Jr,)N into the respective straight lines {(x, y)xi .x+yi- =
}1N, using the opi.;ca l algoildiim of [i1] (which is based on the Hough Transform) for

this duality transformation.

Step 2. Filter all intersection points of these lines by thresholding the resulting image
at brightness level 2 (these intersection points, and only those points, have brightness
at least 2).

Step 3. Dualize the resulting intersection points back into straight lines, using a reverse
duality transform, also described in [11]. Clearly, these lines are the desired lines passing
through each pair of points in P.

We can extend this technique to the situation where we are given two planar point
sets, P = {pi}NV1 and Q = ."q}ML=. and we want to draw on an output SLM all the lines
supporting the segments j37iy, for i = ... , N and j = 1..., AM. In fact, we can also draw
just the straight segments connecting between the two given sets (but this requires more
optical steps).

Reporting the k Closest Distances among Points in the Plane: Our second example
is motivated by pattern matching. If we ,.:nagine that we have two images, one being a
model, and the other being an image to be matched against the model, and if we further
assume that both model and image consist of only finite sets of points (which can be thought
of designating special features on the model and image), then a simple pattern matching
problem that arises is to find the closest pair of points, or rather the k closest pairs of points
among the given points, ;wticipat.ing that each such close pair designates a match between
a model noint and an image point. A! any rate, this is a basic problem in computational
geometry, and we can solve it. optically as follows. Let P = {,}•n be the given set of
points in the plane.

Step 1. Construct the Minkowski differe,,ce P - P = {p, - =j

Step 2. Remove the origin from the image P - P, to obtain a new image AP.



OWE9-4 / 167

Step 3. Perform the following chain of conformal coordinate transformations on AP:

(u, v) - (u2 + 1,2 2uv) - (U2 + V2 , 0) _ (vU2 + V2, 0);

thereby obtaining the set D = {(d 1j,0)l)_-=1 , where dij denotes the distance between
Pi and pj.

Step 3. Compute the Minkowski sum

S = b + {(x,0) I x > 0}.

The optical implementation of the Minkowski sum, as described in [11], has the property
that the brightness of each point in the sum is equal to the number of times it is attained
by a sum of two points in the source sets. Consequently, as one can easily verify, the
brightness in S of the point (d,, 0)) is equal to the rank rank(d2 3 ) of d,, in the ordered
sequence of distances (each counted with the appropriate multiplicity) among the points
of P.

Thus, if we intersect S with D and then filter the resulting image at level k (that. is.
leave only points with brightness < k, we obtain the desired k closest distances (as
points on the x-axis). We can also find, in a few more steps, the actual pairs of points
that attain these distances. Using a symmetric technique, we can also compute the k
farthest pairs among the points of P.
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1. Introduction
Broadcasting, or a one-to-all mapping, where a given node (a node in this letter refers to a processor, a

memory unit, or a switch) needs to communicate with all other nodes in the system, is a key feature which
can support many important activities in parallel and distributed computing. Among these activities are: (1)
scheduling activities among different processes and processors in a multiprocessing environment, (2) dynamic
load balancing in multiple-instruction multiple-data stream (MIMD) systems, (3) broadcasting instructions from
the control unit to all processing elements (PEs) in single-instruction multiple-data (SIMD), (4) maintaining data
consistency in caching schemes for multiprocessors, (5) remote procedure calls for distributed processing, (6) access
to distributed information, (7) locking and updating in shared-memory systems, (8) parallel numerical computing
such as linear algebra algorithms and solution of partial differential equations, and (9) database queries and
management. Unfortunately, conventional VLSI technology seems to be unable to implement adequate large-scale
interconnection networks with broadcast capability due to the wiring complexity, power, and network latencies.
Optics, owing to its inherent parallelism, high spectral and spatial bandwidth, freedom from mutual interference,
and minimal timing skew possesses the potential for supporting the communication needs of parallel and distributed
computing systems[I].

Several efforts are under way for designing optical interconnection networks for parallel computers. However,
many of these proposals do not incorporate the broadcasting function, and the ones that do are either based on the
optical matrix-vector[l, 2) multiplication algorithm, or require totally space-variant connection patterns. A possible
drawback of the matrix-vector multiplication technique is that it can only be used to connect one-dimensional
(l-D) arrays of nodes. In addition, it requires active optical switching to realize the broadcast function. Clearly,
optical interconnection topologies designed around two-dimensional (2-D) input and (2-D) output arrays would
be more desirable, for they w~ould (1) better utilize the full space-bandwidth product of optical systems, (2) take
full advantage of the parallelism of free-space optics, (3) open up new possibilities for designing faster parallel
computing algorithms, and (4) would be better suited for the recent advances in compact, two-dimensional optical
and opto-electronic logic devices (OEICs). While totally space-variant interconnection architectures can provide
arbitrary connection patterns and possibly broadcasting, they not only put stringent demands on space-bandwidth
product (SBWP) but also require complex optical hardware for their implementations.
2. Proposed Algorithm

In this paper, we present an algorithm for constructing 2-D to 2-D free-space optical broadcast interconnection
networks that does not require totally space-variant optics. The algorithm performs broadcast function in constant
time regardless of the size of the input/output arrays. Fig.1 illustrates the algorithm. For the sake of clarity and
without any loss of generality, we use input/output arrays of 4 x 4 nodes. Assume that each node has associated
with it an optical source for signal transmission and an optical detector for signal detection. These sources are
assumed to be mutually incoherent. Given an input array as shown in Fig.l.a, the first step of the algorithm
consists of vertically deflecting and superposing all the rows of the array onto a given row as indicated in Fig.l.b.
Any row of the array can be used for superposing the rest of the rows on it. The resulting image is then replicated
four times to fill the size of the original array. In general, the number of replicas is equal to the number of rows
comprising the source array. The result of step two is shown in Fig.l.c. Note that after step two, any node can
communicate with all the other nodes residing in the corresponding column. Next, the columns of Fig.l.c. are
deflected horizontally and superposed to form a single column as shown in Fig.l.d. Finally, the resulting column
is replicated four times to fill the size of the original input array as shown in Fig.l.e. In the final image, every
node communicates with every other node in the input array as indicated by the notation 1 ... 16 in each node
position. In fact the four-step algorithm summarized in Fig.2 ( vertical deflection and superposition, replication,
horizontal deflection and superposition, and replication) achieves full connectivity between nodes, and as a result
of this, it also implements the broadcasting function. Optical implementations of the proposed algorithm require
relatively simple optical hardware. The two basic operations required are row/column deflection and superposition,
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and row/column replication. These operations can be implemented using a wide variety of optical components
including classical optics hardware such as prisms, lenses, beam splitters, mirrors, etc., grating elements such
as blazed gratings, and holograms[3]. One possible optical implementation would be the use of two holographic
optical elements (HOEs) and two Fourier lenses arranged in a 4f system. For an input array of n x n = N nodes,
the first HOE would be composed of n = v'Ns subholograms, each of which is adjacent to each row of the input
array. Each subhologram would have a linear grating with a period and orientation that is different from the rest
of the subholograms. The first HOE, along with the first Fourier lens directs all the nodes within each column to
the same location in the Fourier plane. This arrangement implements the first two steps of the algorithm. The
second HOE would be located in the Fourier plane of the first lens, and is also composed of vN subholograms.
This HOE along with a second Fourier lens would implement the last two steps of the algorithm.

We now estimate the space-bandwidth product of proposed algorithm without spatial addressing. According
to Garbor's theorem[41, the number of degrees of freedom (F) in a linear optical system can be expressed as

F = AR/AP (1)
where A is the area of the optical beam, fl the solid angle of the beam spread, and A is the wavelength of light.
For an optical interconnect system with N pixels and M different connection patterns (or point-spread functions),
the number of degrees of freedom can also be expressed as:

F= MxN (2)
Suppose that the input array is a square with (n x n = N) nodes. As can be seen in Fig. 2, the proposed
algorithm requires n connection patterns at step one to superpose n rows into a single row, one connection pattern
at step two to replicate the superposed row, n patterns at step three to superpose n columns into a single column,
and one pattern at step four to replicate the superposed column. Thus, the algorithm requires no more than
n = v/N different types of connection patterns. Therefore, from Eqs. I and 2, the maximal SBWP capability of
the proposed algorithm is:

N = (Afl/A 2)2 /3  
(3)

We compare this result with a fully-connected network based on space-variant interconnects. The number of
different types of connection patterns is N for a space-variant fully-connected netwwork, which result in maximal
SBWP of:

N = (A0/X 2 )'/2  
(4)

From Eqs. 3 and 4, we see that the proposed algorithm can potentially offer a substantial improvement in SBWP.
For example, with an input array of size 50mm x 50mm and wavelength 0.5 pm, the maximum number of nodes
obtained by the proposed algorithm is 4,600,000, while the space-variant method can only support 100,000 nodes.

In summary, we presented an algorithm that performs full connectivity between nodes arranged in planer
fashion. The fully connected nature of the algorithm allows for broadcasting, where one node can send information
to the rest of the nodes in the array. This very desirable feature is absent or limited in many optical interconnection
networks proposed so far. The algorithm can offer a substantial SBWP improvement as compared with space-
variant interconnects. The implementation requires two basic operations (image superposition and replication)
which are highly amenable to optical implementations with relatively simple optical hardware.
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1. Introduction

The management of today's very large databases requires high storage capacity and parallel searching to
ensure real-time operation. The two main characteristics of database processing are: a) most of the transac-
tions are based on comparisons of the data fields with a search argument, and b) a large amount of data have to
be retrieved and processed in order to generate the query result, which is usually a small fraction of the data-
base. Therefore, a common solution to the problem is a special purpose processor operating as a data filter.
This unit receives records from the database and screens them on the fly according to user defined criteria. Ifa
record satisfies the query, it is transferred to the end user, otherwise, it is rejected.

Recent advances in optical technology have yielded optical memories, such as parallel read out optical
disks and holograms, that offer both large storage capacity and massive transfer rates, two essential ingredi-
ents in every database environment [ 1]. In contrast to the serial output of most electronic and magnetic media,
the output of parallel optical memories can be one- or two- dimensional and reach hundreds of megabytes per
second. Although desirable, these data rates can overwhelm electronic computers which are designed to oper-
ate at a few megabytes per second. Fortunately, the nature of the above applications can provide a solution
because most of the operations involve searching through a large data volume to identify and retrieve data that
satisfy certain selection criteria and match a reference pattern. This unique behavior suggests that the effec-
tive data rate from optical storage to the electronic host can be significantly reduced if a parallel optical pro-
cessing unit is employed to perform some first order filtering operations. The availability of fast and highly
parallel optical processing elements [2] makes the application of optical techniques to database processing a
viable alternative [3]. In this paper, we present the architecture and functionality of an optical database filter
based on arrays of LAOS optical gates. The filter is performing selection and projection operations in a bela-
tional database environment.

2. Selection and Projection in a Relational Database

Data in a relational database are stored in two-dimensional arrays called relations. A database may
comprise multiple relations. Each row in the array corresponds to a record or tuple, while the columns demar-
cate the various data domains or attributes. Every relation has one or more domains that serve as unique identi-
fiers for the tuples and are called primary keys. A set of relational operations are defined and can be used to
extract information from relations. Most of them select rows and/or columns of a data array according to cer-
tain criteria. There are two main categories: a) the traditional set operations (a relation is a set whose elements
are tuples) which include union, intersection, set difference and Cartesian product, and b) the relation-ori-
ented operations, such as projection, selection and join. Projection operation enables a user to select columns
from a relation and specify their order. Selection is the process of retrieving tuples from a relation that satisfy
one or more selection criteria. The data entries in certain fields of a record must be compared against the user
supplied selection arguments. If a match is detected, the record must be retrieved.

3. The Light Amplifying Optical Switch (LAOS)

The architecture of the optical data filter is based on a photonic switching device called the Light Ampli-
fying Optical Switch (LAOS). The LAOS is a phototransistor vertically integrated with a light-emitting
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diode (LED). Its upper half is a heterojunction bipolar transistor (HPT) that acts as an optical detector and
provides gain. The lower half of the device is a double-heterojunction light- emitting diode that is driven by
the phototransistor and provides an optical output signal 14]. The vertical structure of the LAOS relaxes the
need for ultra-fine-line lithography, and allows the LAOS to be densely packed into large 2-D arrays. Typical
electronic logic circuits consist of multiple input stages that invert and restore the input signals. The LAOS
can be used to implement optical logic circuits with similar characteristics. Several optical gates based on the
LAOS have been demonstrated, including inverters, AND, OR, NOR, XOR, latches and flip-flops [51. Two-
dimensional arrays of NOR gates have been fabricated and are currently being evaluated. Furthermore, we
have successfully fabricated microlenses at the output of these optical gate arrays making them cascadable.

3. Selection Operation on a 2-D Data Array
The selection operation can be described as choosing those tuples of a relation that have a field or fields

which match some given search argument. The operation can be broken down into two steps: a) masking-off
all of the unwanted fields, and b) performing a bitwise XOR between the search argument and the remaining
fields of the tuples. The first step can be performed on the input array using a 2-D array of optical AND gates,
and tlie second step by cascading the output into an array of optical XOR gates, as shown in Figure 1.

AND XOR Detector
Beam-Splitter Gate Beam-Splitter Gate ArrMy

Tuple 1 Tuple 1 Match
Tuple 2 .Tuple 2 Match

Tuple n •-Tuple n Match

Sg~enslt

ArrayLens

Selection Mask Input Search
Argument

Figure 1. The selection module.

Here, the outputs of the XOR gates for each tuple in the array are ORed together by the cylindrical lens
and imaged onto the linear photodetector array. The outputs of the photodetector array are used to enable the
tuples that satisfy the selection criteria. The selection mask contains Is in every bit position of the desired
fields and Os for the rest. This pattern is replicated in n rows of an SLM and brought to the selection module
through the first beamsplitter. The data array contains one tuple per row and is interleaved with the selection
mask to form the input to the 2-D array of AND gates, the pixels of which are shown in Figure 2.a. An H-cell
in this diagram corresponds to an HPT, while each L-cell is a LAOS device. Note that the only electrical con-
nections needed for each pixel are the power rails, with all data signals being transferred normal to the array.

The output of the AND gate array is propagated through the transparent substrate to an array of micro-
lenses. The focal length of this array of lenses is designed such that they will focus the output spots of the AND
gate onto the next array of logic gates. Using a second beamsplitter, the outputs of the AND gate array are
mixed with the array of selection arguments coming from another SLM. The output of the beamsplitter is then
directed onto the array of XOR gates, the pixels of which are shown in Figure 2.b. The outputs of the XOR
pixels are brought into a cylindrical lens which is oriented such that all of the outputs of a single row are inci-
dent upon a single detector of a linear detector array. The outputs of the photodetectors are used to determine
which tuples match the search argument, and are used in the projection operation, which will be discussed in
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the next section. Typically, a large number of data pages will be processed before a new set of selection masks
and search arguments must be loaded into the SLMs.

Vdd Vdd

Data Inut Selection Data Inputspot Mask Spot

S..t .. . L-Search

Vdd Input SpotG n®-- -.... .... . .... .. .
..........

(a) (b)

Figure 2. Pixel diagrams of a) the optical AND gate array and b) the optical XOR gate array.
In each pixel, the two shaded areas show the positions of the two input beams.

5. Projection Operation on a 2-D Data Array

The projection operation was essentially performed during the first half of the selection operation de-
scribed in the previous section. However, during the selection operation, the results of the projection were
processed in parallel by the XOR gate array. If the output of the database filter were to go to an optical parallel
processor, then the results of the projection could be left in a 2-D optical format. However, for our case, the
output of the projection operation must be converted to an electronic signal and stored in electronic memory
for subsequent transfer to an electronic processor. Recently, there has been work done to combine arrays of
optical detectors monolithically with large memory arrays [6]. The optical memory described in [SAY91]
could be written in parallel in 0.78 ns, and read in times comparable to those of standard SRAMs. The outputs
of the selection module can be used to select the proper tuples from the optoelectronic memory which would
subsequently be transferred to the processor, as illustrated in Figure 3.

Beam AND Detector
Splitter Gate Array >, Page Ready

IJ~,

- OE To Main

01MRAM Memory

Leslot
Array Row Select

for Projection

Input Projection Enable from
Argument XOR Module

Figure 3. The projection module.
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6. The Optical Data Filter

The block diagram of the optical data filter is shown on Figure 4. Data are input as 2-D pages from the
left. The bottom channel is the selection module while the upper channel performs projections. The steps
involved in a projection/selection transaction are illustrated with an example.

Projection I•AND

Input '

Data

SAND XOR PD1
array array

Selection Mask Search Argument

Figure 4. Block diagram of the optical data filter.

Suppose that a relation in the database of a bank that issues a credit card contains four data fields: Trans-
action Id (30), Customer# (25), Purchase Date (15), and Price (20), where the numbers in parentheses indi-
cate the length in bits of each field. Then a request to retrieve the numbers of the customers who made a trans-
action on November 5"h, 1992 will proceed as follows:

a) The selection mask will contain Is in bit positions 55-69, because the selection is based only on the
contents of the PurchaseDate field. The remaining bit positions will have Os.

b) The encoded value of 11/5/92 will be loaded in bit positions 55-69 of the search argument with the
rest of the bits being zeros.

c) The projection mask will contain Is in bit positions 30-64 because we are interested in recovering
only the Customer# fields.
After all the query arguments are loaded, data pages are read in from an optical memory. Rows are selected by
the output of PD1 and columns are removed at the output of the AND array on the upper channel. The filtercan
be programmed to perform a projection without selection and vice versa.

The response time of the filter is proportional to the switching times of the optical gates, which are cur-
rently 60 ns and are expected to reach 10 ns.
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Three key operations are sufficient in order to construct a cellular automaton: routing and shifting
of information contained in 2-D data planes, and the logic NOR operation applied on the data [1].
In this paper we focus on the shifting operation for which we recently proposed a processor
subsystem that provides the facilities to perform the required dynamically reconfigurable nearest
neighbour interconnects [2]. We call this element a Dynamic Shifter since it enables to interconnect
in a dynamic way all pixels from one logic plane to one of their nearest neighbours on the next
logic plane. This is done by shifting the information contained in the first data plane in one of the
eight possible nearest neighbour directions.
The principle of operation of this shifter is based on a combination of Birefringent Crystals, Large
Aperture liquid crystal Retarders (LAR)and polarised light beams.The dynamic shifter consists of
four modules, each of which is made up of a LAR and a birefringent crystal. The modules are
oriented and stacked in such a way that a shift can be performed in any of the eight possible nearest
neighbour directions, depending on the linear state of polarization of the input beams (TE or TM)
and on the PC-controlled voltages of the four LARs (figure 1).
In the first part of this paper we will discuss and demonstrate in detail several possible applications
of this system in the field of 1-to-I and I-to-many interconnects. I-to-I interconnects are most
suited when the optical logic gates used in the optical processor have a low fan-out. In that case,
using the dynamic shifter, all the pixels from one logic plane are interconnected to only one of their
nearest neighbours on the next logic plane (figure 2). In this way a large number of space-invariant
parallel information channels can be realised and configured dynamically, enabling the execution of
non-directional as well as directional cellular algorithms. The degree of parallelism is completely
determined by the dimensions and the pitch of the data planes addressed by the shifter. The system
itself, i.e. the combination of the LARs and the birefringent crystals, is not imposing an upper limit
to the resolution due to the fact that the LARs are not pixelled. This can be clearly seen in the case
of high resolution image shifting, where the degree of parallelism corresponds to the photographic
resolution of the image being processed. At the conference site we will illustrate our latest results in
this field (videotaped).
In the domain of 1-to-many interconnects we demonstrate the possibility of weighed
interconnections. We here make distinction between symmetric and asymmetric weight
distributions which may be useful e.g. for the implementation of optical neural nets. In figure 3 we
have depicted several weight distributions with their experimental verification in the case of a single
input beam. Applying complete images to the shifter -configured for weighed interconnects- will
result in filter operations. For example a binomial filter, which has an image smoothing effect [3],
can be implemented with the weights depicted in figure 4a. Figures 4b-d show the effect of this
filter on a single input beam, on a draught-board pattern and on a picture of a sharp edge. The real-
time nature of the filtering operations has been videotaped and will be shown at the conference.
In the second part of the paper we treat the combination of a diffractive optical 8x8 beamgenerator
with the shifter system. We show, making use of quantitative measurements of the diffraction
efficiency and the beam profiles, that this approach makes it possible to address our silicon-based
optical logic planes [4,5].
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Figure 1: Picture of the dynamical shifter setup.

I
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Figure 2: The dynamical shifter enables dynamical reconfigurable interconnects in the
eight nearcst neighbour directions. The interconnection in direction I is depicted in bold.

0 0 3/4 0 1/4 0 0 0 1/3

0 0 1/4 0 114 1/4 0 0 1/3

0 0 0 0 0 1/4 0 0 1/3

Figure 3: Weight distributions and experimental verification in the case of a single ingoing beam.
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Figure 4: a. Binomial weight distribution;
b. Binomial filtering of a single beam;
c. Original and binomial filtering of a draught-board pattern;
d. Original and binomial filtering of a sharp edge.
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Future high speed computers must be physically small and use optical interconnections
in order that data movement keep up with increasing electronic processing element speeds.
Japanese MV"I has a 10 year goal of demonstrating a computer capable of 1 teraflop/sec/cm3 .
This paper proposes an architecture and design that could lead to such performance. Static
dataflow is selected because it is simpler to construct and has wide applicability where the
same numerical algorithm is run frequently or even continuously. The benefits of dataflow are
reviewed in references [1] [2]. The proposed architecture uses optical interfacing to processor
chips to overcome limits with electronic interfacing of approximately 10,000 pins and 1 Gb/s
per pin [3]. It uses flip chip bonding of electronic VLSI chips and GaAs laser diodes onto
a transparent substrate for optical switching. This was previously demonstrated [4] [5] and
discussed at the 1992 Annual OSA Meeting which i3 reviewed in reference [6].

Description of proposed optical dataflow computer

The proposed architecture, shown in figure 1, is based on an earlier design by the au-
thor [7] [8]. At that time the design was uneconomic because every processor needed a laser
diode costing approximately $600 each and optical busses weie expensive. Today, micro-
lasers [9] are relatively inexpensive so that the design is practical. Similarly, there was no
viable optical switch at that time. Toda3, slabs of transparent matLrial have been shown
to be effective [4] [5]. The design will accommodate a hundred electronic processors con-
nected into an optical interconnection network. Only nine processors P1 through P9 are
shown for simplicity of explanation. The outputs from the switch are connected back to the
inputs of the processors. Processors also have outputs and inputs to a memory unit which
is constructed similarly.

An algorithm is mapped to a directed graph using one of the language and compiler
developments for dataflow machines. The level of parallelism may be observed from the flow
graph and may be increased by manipulating the algorithm [10]. Computation and control
nodes in the flow graph are :ssigned to processing elements in the system and links in the
flow graph to settings of the switch. Data flows into the switch during operation and is
routed to the appropriate processor. A processor will perform the operation for which it is
programmed on the next clock c,'cle after recei'ving its operands. The processors have local
memory including stacks, queues, buffers, internal busses, and local random access memory.
Parallel to serial cony, Lers drive microlasers oii the processor chip to connect to the optical
switch. The output is routed via the switch to the next processor. Dat 'flow architectures
tend to reduce overhead associated with instruction decodes, address computation, and data
fetch and store.
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Figure 2 shows the design for the processing unit having a 3 x 3 array of processors for
illustration. The use of GaAs chips allows microlasers to be constructed directly on the chip.
If silicon VLSI processor chips are used, the GaAs laser diodes can be flip chip mounted
alongside the silicon chips. Each chip has a microlaser and two light detectors mounted
in the x-direction and another set in the y-direction. The microlasers and detectors are
arranged in different positions for each chip in the x-direction, providing a unique channel
for broadcasting from each chip. The beams emitted by the microlasers are shown darker.
The beam expands in the glass and strikes a binary optic computer generated hologram
etched into the lower surface of che glass using binary optics. The light is collimated at an
angle. Researchers have demonstrated 89% diffraction efficiency at 270 [4]. The beam passes
through air and strikes a mirror. On reflection, it is diffracted by another hologram etched
into the glass that causes part of the light to be focussed into a neighbor chip. Only a small
amount of light is needed because it is focussed on the detector. The remainder of the light
continues as if reflected from a mirror in order to reach subsequent processors. The same
procedure is followed in the y-direction so that a processor can communicate with any other
in less than two steps or in less than 300 ps for a 10 x 10 processor.

A set of fiber optic ribbon cables along one edge, as shown, allows light to be propagated
off the unit to the memory unit constructed similarly but allowing optical interconnection
only in the y-direction. An electronic conditioning interface chip may be used with the
optical ribbon fiber to ensure quality signals.

Simulation results

A simulator was developed to demonstrate the concept, and to permit testing of paral-
lelism for different algorithms. We consider an algorithm with iterative loops, in contrast to
previous research in which iterative loops were unrolled [8]. Figure 3 illustrates a dataflow
graph for the computation z = x' [11]. The right hand loop counts to n and provides the
control for the other two loops. The left hand loop circulates x. The center loop allows a onc
to pass through merge unit M 2 at the start when the control line is false. It then circulates
the value multiplied by x in F1 at each iteration. When the control line switches back to
false at the end, the result is passed out through G4.

Computer code representing the flowgraph was written to provide input to the simula-
tor [8]. The simulator generates an activity chart, figure 4, indicating active nodes at each
time step of the clock for a three pipeline x2 computation followed by four iterations of a
three pipeline x' computation.

Conclusion

Simulation, experiments, and analysis suggest that the proposed relatively easy to con-
struct machine should compete favorably with all electronic processors and provide potential
for much faster machines than are possible with electronics alone.
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1. Introduction

Telecommunication systems using optical fibers for high speed data transmission have been well accepted for
long term. The deployment of cptics in local area networks (LANs) for machine-to-machine interconnections is
also more and more standard Thinking consequently, optics should be applied next to board-to-board interconnec-
tions.

But optical board-to-board interconnections may be very different from the well known optical fiber
technologies. The optical or optoelectronic components like fibers, connectors, star couplers, discrete optical
sending and receiving diodes and their driving and amplification circuits, respectively, are unsuitable for board-to-
board interconnections. The data transmission on the board-to-board level often is bi-directional and broadcasting
(point to multi-points).

Nevertheless optics generally offers many advantages in interconnection technology, especially on the
board-to-board level [1], also called backplane level.

In this paper a new concept using a cylinder mirror and especially formed light-guiding plates is introduced.
This concept is appropriate for board-to-board high-speed interconnections in multi-processor systems. Because
of the similarity to another concept introduced by the author [2] this optoelectronic backplane is called Optical
Parallel Plate Stack with Cylinder Mirror (OPPSCM). Some measurement and simulation results concerning the
optical power transmission are presented, too.

2. Concept of the optoelectronic backplane OPPSCM

In a computer system an electronic backplane is used generally for data transmission between several boards
(Fig. 1). In order to profit by optics without many changes on the electronic boards, laserdiodes (LDs) with their
driving circuits and photodiodes (PDs) with their amplification circuits are applied as optical data inputs and
outputs, respectively, mounted at the edges of the boards. They replace the electronic transceiver components and
the electronic connectors in an electronic backplane system. Ideally, LDs and PDs are integrated with their driving
and amplification circuits, forming 1-dimensional arrays. Instead of the electronic backplane, the OPPSCM is
deployed. The complete system is shown in Fig. 2 schematically.

Each light-guiding plate of OPPSCM is covered by claddings and is optically isolated from the neighbour
plates. The perimeters of the plates are formed by two circle segments and two straight lines, as shown in Fig. 3 (a)
and Fig. 4. This structure was proposed by Y. Okada et al. in [3], but no light-guiding plates were used. It will be
showed later that the plates offer several essential advantages.

The LDs and PDs are connected at the circumference of the large circle segment. The other borders of the
plates formed by the small circle segment are put on a cylinder mirror with the same radius of the small circle. The
optical axes of the LDs and PDs, respectively, point at the cylinder mirror by different angles (p (Fig. 4). Vo depends
on the position at the circle segment given by angle P. The relation between p and P is shown in Fig. 5.

By means of the appropriate choice of the cylinder mirror radius and the plate geometry the optical power
of the LDs impinging on the cylinder mirror is reflected back to the whole large circle segment. At an arbitrary
position of the circumference of the large circle segment optical power can be detected by PDs. The angle v' is
assumed the power half angle of the emitting diodes (see Fig. 6).

3. Measurement and simulation results

The detected optical power by a PD at an arbitrary position determines essentially the bit error rate (BER)
of the optica• digital data transmission, if the optical receiver is already designed. At the backplane level a BER
less than 10'- 2 is necessary. The optical receivers for fiber transmission are inappropriate for application in the
optical backplane systems because of the high power dissipation. The optical receivers for the backplane level data
transmission are still developed. Therefore we calculate and measure, respectively, here only the optical power
which is detected by a PD with the active area of A.
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Considering a LD at the position given by the angle fP and a PD at the position y (see figure 4), the optical
power P0 impinging on the active PD area can be calculated by integration of radiation characteristic of the LD
multiplied by the solid angle from (p, to Po2 and from -0, to +Ot, if the active PD area is assumed to be
rectangular:

+0, V,,M

P0 (fiy)= f f . .I(0,o) . cosO .d9 -dip (1)

the angle Ot can be obtained using Snell's law-

0t = arc os(n2) (2)

(p, and P'2 can be calculated numerically by computer simulation. In equations (1) and (2) R is the reflection
factor of the cylinder mirror, 1(0, jo) is the radiation characteristic of the LD, n 2 is the refractive index of the
cladding, n1 is the refractive index of the plate core (Fig. 3 (b)). Because of the short distances of backplanes the
absorption of the light-guiding plate is negligible.

In our measurement we applied a cylinder glass mirror with aluminium coating. The light-guiding plate
consists of PMMA surround by air, i.e. nI = 1.49 and n2 = 1.0. As emitting diode an AlGaAs infrared LED with
the peak wavelength of 850 um was used. An internal mounted spherical lens focused the emitted optical power
so that the power half angle of the LED was about 260 which is similar to the power half angle of a LD. The radiation
characteristic of the LED is rotationally symmetrical about its optical axis and is shown in F'r 6. The driving current
for the LED was about 30 mA. As receiving diode, a PIN PD with an active area of 1 mm was used. The angular
responsitivity of the PD was nearly a cosine function.

The calculation was carried out using the above mentiond parameters. The reflection factor of the cylinder
mirror R in eq. (1) was assumed to be 1.

Figure 7 shows the calculated results (solid curve) compared with the measured results. Using an emitting
diode which has a total optical power of about 1 mW a PD can detecte at least 3 pW Without the PMMA plate
the PD can only detecte 0.1 #W optical power at the same position as before. If a multi quantum well LD is used
which emits totally 10 mW optical power at the driving current of 30 mA, a PD can detecte at least an optical power
of 30,uW At such power high speed optical receivers can be easily designed.

We also estimated the dispersion which is due to the different distances of the ray beam of the LED to a PD.
Compared without the PMMA plate the dispersion increases by the total reflection at the cladding. But this increase
will not considerably influence the transmisssion quality. Because the power half angle of a LD lies in the region
about 200 or less, the dispersion is estimated to only several picoseconds. This is negligible for data transmission
at backplane level.

4. Conclusion

Our first investigation results show that the optoelectronic backplane OPPSCM is very well suitable for
board-to-board high-speed data transmissions. Besides nearly cross-talk free data transmission of every opto-
electronic backplane, also at very high data rate, the following advantages of the OPPSCM are particularly
emphasized:

- the structure of OPPSCM makes the application of LDs particularly easy, the angular characteristic of LDs
is fully exploited without additional optical elements,

- a good separation of the optical channels at small pitches of LDs is possible by using the light-guiding plates,
therefore compact systems can be built,

- the transmitted optical power increases up to 30 times compared to the power without light-guiding plates,
using currently available LDs as emitting diode the optical power of 30,uW can be detected,

- the time delays from a LD to all PDs are almost equal, the clock skew due to the different delays on an
electronic backplane can be reduced considerably.
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This paper discusses techniques for synchronizing and controlling fast digital optical and optoelectronic
processors. When optical processors require significant amounts of control for proper operation, designers
have traditionally resorted to electronic host computers. Such approaches are often inadequate because of
high host computer cost, or the need for speed that an electronic host computer cannot deliver. We discuss
how to design controllers in the optical or optoelectronic domain. Since data and control pulses must arrive
in synchronization at all interaction points, system timing and resynchronization are discussed as the major
problems to be solved in designing such systems. We present solutions to the problems of timing and
resynchronizing high speed optical processors in the context of two system timing paradigms: the gate and
strobe paradigm and the more recent time-of-flight paradigm. Gate and strobe designs are synchronized by
gating the data pulses from storage element to storage element. Time of flight systems can be synchronized
by pulse reshaping- resynchronization of the weakening pulse by retiming its leading and trailing edges and
by clock gating. gating a fresh copy of the master dock signal to replace a weakening signal pulse.

1. INTRODUCTION
1.1. The Need for Control

Most of the optical and optoelectronic processors being designed and constructed posit electronic host
computers not only as data sources and sinks, but also as processor controllers.1, 2. Guilfoyle,3 has estimated
that his DOC II optical processor will have an input data rate of 12.8 Gbits per second, and has observed that
the control and data flow in the electronic domain will tax the limits of electronic design. The main focus in
the design of these and similar systems has been on the flow of data through the processor, the means of
processing, or the interconnections, not on the control of the system.

The control task is particularly difficult if arrays of processing elements require reconfiguration as in the
designs of Murdocca and Huang.4 , 5 If each processing element must be reconfigured for each processing
cycle, if N control bits are required per processing cycle, and there are M processing cycles, a controller with
a memory of up to MxN bits is responsible for emitting an array of N bits once each cycle, repeated for M
cycles. Control a 32x32 array of processing elements reconfigured at a 1 GHz rate would require 1 Terabit
per second of control information. The timing of that bit-emission introduces another level of design
complexity, which must be addressed and considered from the first step in the design process. Furthermore,
if the processor wishes to lay any claim to programmability or to having any general-purpose nature, then
the controller must incorporate the ability to loop and branch conditionally or unconditionally, adding yet
more complexity.

1.2. Traditional Control Unit Design
In the electronic domain, these controllers are designed using either a hardwired approach, where random

logic is used to implement the control signals, or a microcode approach, where each control word is stored

t This work was supported by the National Science Foundation ERC program, grant number CDR 8622236, and by CATI, the
Colorado Advanced Technology Institute.
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in a microcode control store to be retrieved as required. The microcoded controller begins a control
sequence when it is presented with the address of the first control word. That control word contains not only
the control bits but also the address of the next control word: a finite automaton. The microcode approach,
which is generally to be preferred in optical and optoelectronic processors, requires a fast, wide-word ROM.

2. TIMING AND SYNCHRONIZATION OF FAST OPTICAL PROCESSES

2.1. Issues in Timing and Synchronization
Digital optical computers can also be viewed as finite state machines that compute the function: NextState
(PresentState, inputs). In simple terms this means the recirculation of information from storage (memory)
elements to processing elements and back to storage elements, under programmed control. There are two
important issues to be addressed in designing these systems: information must flow in a synchronized
fashion to and from processing elements and memory elements, and in order for this synchronization to be
maintained, the signal and control pulses must retain their shape throughout the process. For example, an
array of data pulses emitted from some array of storage elements must be in synchronization when arrive at
their respective processing elements and must remain in synchronization until they arrive at the next set of
storage elements. Synchronization loss and pulse degradation can be caused by pulse dispersion, pulse jitter,
long pulse rise or fall times of processing elements, loss of pulse amplitude or energy caused by loss in
passive elements of the system, and signal skew. Signal skew is defined as the difference in arrival time
between the earliest arriving pulse and the latest arriving pulse at a point of interaction. In spite of all these
deleterious factors the pulses must arrive at their points of interaction in synchronization and with sufficient
pulse strength to stimulate the proper response in their respective detectors. We have previously developed
the formalism to permit the designer to consider synchronization and power loss and crosstalk during the
system design phase6 , 7. This paper considers the practical means by which the designer can restore pulse
synchronization and pulse amplitude in the face of these deleterious effects.

2.2. The Gate and Strobe Paradigm
How the designer approaches the issues of maintaining synchronization and pulse shape depends on the
nature of the processing and storage elements. If the pulse rise or fall time or signal skew is an appreciable
fraction of the propagation time between or through processing elements, then the designer usually arranges
for the pulse duration to be equal to the propagation time from storage elements to processing elements and
back to storage elements. This is usually referred to as the gate and strobe method. Data pulses are gated from
the storage elements into the processing elements and strobed into the next set of processing elements. The
gating control pulse, applied to the fL it set of storage elements, is of sufficient duration to permit the data
pulses to propagate to the next set of storage elements. The strobe control pulse, applied to the second set of
storage elements, need only have sufficient duration to allow entry of the data pulses into the storage
elements. Figure 1 shows the data and control flow in a gate and strobe system.

Storage Element Processing'q,.\'xxx Storage Element

W Gate L.Element Strobe"•

SGate Signal

Strobe Signal -"

Figure 1: The Gate and Strobe Process for Controlling Timing and Synchronization

In a gate and strobe system, synchronization is ensured by propagating only a single, wide pulse through the
circuit from storage element to storage element. Maintaining or restoring pulse amplitude or power depends
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on the nature of the devices in the implementation domain. If the devices are active, and inherently restore
amplitude or power, then the designer only needs to ensure that fanout and loss are kept within the
proscribed limits of the devices' ability to accept and transmit the signals. If the devices are passive then the
amplitude or power must be restored by a restoring device - typically by ANDing the signal with a copy of
the clock 8 , often referred to as clock gating.

2.3. The Time-of-Flight Paradigm
If the pulses' rise and fall times and skews are short compared to the propagation time between devices, then
the designer may chose to employ pulses that are small compared to propagation times. In this case, the
designer also has the opportunity to resynchronize and restore amplitude or power, "on the fly" so to speak,
without latching pulses into storage elements. That is, at a point in the system when the data pulses are
dangerously out of synchronization or low in amplitude or power, the designer employs circuit elements
specifically to resynchronize pulses and to restore their shape, without any slowing down or stopping
(latching) of the pulses at storage elements. Information flows through the system at a speed governed
strictly by propagation time through the system. This class of system is known as a "time of flight"
architecture. These architectures are characterized, then, by pulses that are short with respect to propagation
times, that are not latched into storage elements, but rather periodically restored in amplitude and phase as
they flow through the circuit. One can view such systems as operating at their natural, or resonant
frequencies.

Time of Flight systems are synchronized by controlling the propagation times of data and control pulses
through the system. Such a task can be exceedingly complex if many feedback loops are used. The algorithms
described in6 are adequate to compute propagation times in single thread designs, but require extensions to
parallel and matrix designs. Restoring pulse amplitude or power levels can be accomplished in the same
manner as for gate and strobe architectures above, but there is the additional complication of needing to
restore pulse width also: as pulses propagate through a time of flight system, they spread and lose amplitude.
This means that the leading and trailing edges of the pulses are invalidated, and must be trimmed or excised
before the resynchronization operation, resulting in a shortened pulse. Thus time of flight systems must
include a mechanism for pulse stretching. This may be accomplished by splitting each pulse in two, and
delaying one path with respect to the other, resulting in a pulse of longer duration and lower amplitude. At
this point, the pulse may be ANDed with a synchronizing master clock signal, resulting in a fresh,
resynchronized, amplitude-restored pulse. Figure 2 shows the data and control flow in a time of flight
system.

SData Flow Poesn
Synch. Element MIrcsinI .\,, ,.. Synch. Element

SI ~~~~Element JMatroc'

Master Cloc

Figure 2: The Time of Flight Process for Controlling Timing and Synchronization

3. EXAMPLE OF AN OPTOELECTRONIC CONTROLLER

3.1. Controller Design

Figure 3 shows the design of an optical controller we are constructing to control a parallel optoelectronic
processor. The implementation domain of the controller is optoelectronic NOR gates interconnected by
free-space using holographic optical elements to control the geometry of information flow. Here pulses
recirculate from the initial NOR gate array through a fanout hologram to another NOR array that selects a
minterm. The gate that is selected illuminates a given hologram that contains control information that is
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"narrowcast" to processor dcments to be controlled. Next address information is also contained in the
hologram. That information is sent back to the first NOR gate array.

RoundTrip Thie ,Q

Figure 3. Optoelectronic control unit using NOR gates and holographic optical elements

Synchronization is achieved as follows: notice that when a NOR gate is illuminated, that gate is disabled. This
is the function of the RELEASE signal. The RELEASE signal is held active (that is, on) as the invalid,
leading-edge portions of the data pulses arrive. When the valid portion of the pulses arrives, the RELEASE is
made low, thus "releasing" the data signals to the first NOR gate array. This gate array has the pulse
stretching property designed into it by delaying a portion of the arriving signal, thus effectively stretching the
pulse from an initial width of tg to a width of 2 tg. Details of the controller's operation can be found in 9.

4. CONCLUSIONS
Controllers for optical and optoelectronic processors can be designed using the same implementation
domain as the processor itself. The system can be synchronized using either the gate and strobe method or
the time of flight method, depending on data pulse characteristics. System timing and synchronization must
be considered from the earliest part of the design process.
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In this paper we present a model and simulation results for a lossless tapped fiber bus
using Erbium fiber amplifier segments at a pump wavelength near 820nm. Analytical models
for fiber amplifiers were developed by Giles, et. al.[Gie:91] and by Sunak, et. al.[Sunak].
These results adapt the model developed by Giles, et. al.[Gie:91]. to bus applications.
The adapted model breaks the fiber into small segments and then solves a pair of coupled
differential equations for each segment. The process is iteratively repeated for each segment
along the length of bus.

Between each amplifier segment in the bus model are one or more passive, 2 x 2, symmetric
couplers. The specific placement of amplifier segments, and the gain characteristics of each
are studied relative to the number and coupling ratio of taps between the segments. The
results of the simulations show that, with a proper choice of the amplifier characteristics
and placement strategy, it is possible to build a lossless optical buses In addition, non-linear
gain characteristics shown by the model at low pump powers and short fiber lengths, suggest
that that the logic one power is maintained without loss, while logic zero, powers show a net
attenuation.

Amplifier Model

The light traveling in the fiber is assumed to be composed of a number of optical beams [Gie:91].
Each beam has a central frequency Vk, and a frequency spread AVk around the central fre-
quency. The variable k is a dummy index which is summed over the total number of optical
beams. Each of these beams, affects the populations of the Er-ions in the various energy
levels.

The analysis is done in cylindrical co-ordinates r, 0 and z. Here r is the distance in the
direction perpendicular to the fiber axis, z is the distance along the fiber axis and 0 is the
azimuthal angle. The distance z is measured from the point at which the signal is introduced
into the fiber. In the model the pump and the signal, are assumed to be co-directional.

The light intensity of the kth optical beam at any point (r, 0, z) in the fiber is given by
Ik(r, 0, z). Since, the intensity is power per unit area, the total power at a cross-sectional
plane Pk(z), is given by the integration of Ik(r, 0, z) over the cross-section.

The model makes certain assumptions regarding the light propagation in the fiber.
Firstly, only two optical beams are taken into consideration. One for the pump k = 1
and the other for the signal k = 2. This means that we have only two coupled differential
equations to be solved. The second assumption is that, the fiber is assumed to be a single
mode fiber. This implies that only the zeroth modes are dominant for the pump and the
signal.

dPk _ a +______k P 2  
2 ( z ikr dr do - (ak + lk)Pk

dz Fk nJo t
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The values for the variables used by the model are given in Table 1.

Table 1: Symbols and Values
Symbol Value

o0Ua 0.18 * 10-2Sm 2[Min:91]
0a2 5.1 * 10-2 5 m2 [Bar:91]
OTel 0 m 2

O'e2  4.4 * 10-25 m 2 [Bar:91]
F1  0.6[Bar:91]
F2  0.6[Bar:91]
nt 1024 - l026 per m3 [Min:91, Agg:91]
v1 3.66 * 1014 per sec
V2 1.94 * 1014 per sec

AV, 4.462 * 1012 per sec
Av2  1.249 * 1012 per sec

r 10 ms[Bar:91]
b 6.2 microns

Let Pkl, Pk2, Pk3,-.., be the powers of the kth optical beam, at the inputs of pieces
1, 2, 3,..., respectively. Since the pieces are end to end, Pk2 , Pk3 ,..., are also the powers
at the outputs of pieces 1, 2,..., respectively. Let zl(= 0), z2, z 3 ,..., be the distances of the
inputs of the pieces from the beginning of the fiber. For a small piece of fiber, Equation 1
can be approximated by:

dPk (k + _.... Pkj jn2(r,'0,Z) i4r dr do - (Ok + lk)PkFk 0 nt

+ gk ~AVk 2jr Jbn72(r,0, z)ikr dr do)dz (2)

where dPk is the difference in the powers at the input and the output of the piece and dz is
the length of the piece. Thus for the first piece we can write

Pk k k + 9;. Pkl 1o2,, 1o712(r,'¢,'_)ikr di- do - (Ok + lk)Pkl
Pk2 - Pk, = ( P• n, ~ r ~-(& )

+ •hVkAVkj j iz r dr do)(z2 - z,) (3)

Integration of the Amplifier and the Bus Models

The linear bus consists of a single fiber running from the input to the output. The data

signal can be tapped and new data or pump introduced at. any coupler in the bus. The
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tapped signal is fed to a detector. Each coupler attenuates the signal due to fixed losses
due to reflection and excess loss, and by the power transferred to the tap fiber. The power
transfer for each wavelength is given by the coupling ratio of the ratio. The models for the
linear bus and the fiber amplifier are integrated in figure 1. In this bus, an Erbium amplifier
can be introduced between any two couplers in the bus. Otherwise the two couples can be
connected by an ordinary fiber.

Input Er-amp Ordinary Fiber Outputf i.............u pu
1 2 3 m

Figure 1: Linear Bus With Er Amplifiers

Simulations

Figure 2 shows the gain characteristics for amplifier segment modeled. By the nature of
this application, a small segment of fiber, imeter, with Er-ion density of 2.5 * 10' 4/m' was
modelled. This approach provides for minimum latency, while matching the relatively small
gain to the losses anticipated the tap segments. For this plot, the input data signal was
varied from 10pW to 100pW, in steps of 10pl+'. Each curve in the plot represents an input
pump power, varied from 10mW to 50mWif, in steps of 10roW.

30

Figure 2: a) Amplifier Input/Output b) Logic levels on 50 tap bus

The most significant feature of this curves is the difference in amplification for as signal
power is increased. For example at a pump power of 10mnW, a logic zero signal in the range
of lOpW show only a nominal gain. Bnt, a signal of power of 1001fW, a typical logic one
is significantly amplified. Thus by matching the gain factor from the logic one signal to to
losses in the tap segment, this signal show no loss over the length of the fiber. However, the
logic zero signal with its smaller gain will show a net alttenuation.
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This effect is shown in by the simulation documented by figure 2. In this case, amplifier
segments of Im, pumped at 10mW, were placed between groups for four passive couplers of
ratio 0.964 for the signal wavelength and 0.01 for the pump wavelength. The bus tested had
a length of 50 couplers.

From Figure 2, it can be seen that the logical one power level is approximately maintained
through the bus while the logical zero dies out. Beyond about 40 couplers, the logical one
starts falling. This is due to an inexact match between the signal gain in the amplifier and
losses in the taps. Such minor differences can be easily compensated for by ocassionaly
adjusting the number of taps/segment or using a somehat larger pump power in certain
segment.
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1. Introduction and Background
New computer-aided tools are needed for the development of OptoElectronic MultiChip

Modules (OE-MCMs) utilizing free-space optical interconnects. In the electronic world, one of
the challenges in designing large systems is the physical placement and routing of electronic
modules based on the system's physical and performance constraints. Such standard algorithms
as Timber-Wolf [1] are commonly used to both place and route an electronic system given the
netlist connecting the system's modules. Briefly, the placement problem attempts to find a
mapping from a set of logical (opto)electronic processing elements (PEs) onto the physical
position in the system, subject to the constraint of a list specifying the interconnections between
the modules (commonly referred to as a netlist). Unfortunately, the standard algorithms used by
electronics fail to properly model optoelectronic constraints. For instance, they minimize a cost
function that incorporates the sum of all the interconnection distances and allow for a
configuration space that allows the modules being placed to overlap. In the optoelectronic case,
it has been shown[2] that for free-space optical interconnection of OE-MCM, it is the maximum
interconnection distance that should be minimized and overlaps are not allowed. Recently,
placement algorithms for optoelectronic systems using a matching algorithm have been
developed[2,3]. In this paper, we utilize an adapted version of the simulated annealing algorithm
to tackle the problem of placement and compare results for a twin butterfly architecture design
example with the matching algorithm and a "straight-forward" placement.
2. Optoelectronic Placement Problem Formulation

Figure 1 shows the CGH interconnection model, we are assuming in this paper. It can be
shown that the minimum features size, Ar, for an off-axis multi-phase level spherical diffractive
lens is a monotonic decreasing function of the angle 0 as shown in Fig. 2, withf= 2mm, t = lcm,
D=250Jtm, A = 0.Sptm, and m=2. Figure 2 shows that given a fixed fabrication limit, we are
constrained to a fixed maximum bending angle, em. Since tan(en) = d/t is fixed, the volume of
the system (controlled by the parameter t) can be minimized by reducing the system's maximum
d. As the number of PEs increase and the fanout from (and to) each PE increases and becomes
irregular, the maximum d becomes increasingly difficult to minimize. Note that fanout can be
accomplished by either segmented holograms of the type in Figure 1 or Dammann-type gratings
combined with a quadratic phase function.

Figures 3 shows a schematic diagram of the physical models for a multi-stage OE-MCM.
In this physical model, we assume there exist N (for an N-i stage network) PE planes, Pk , that
are interconnected to adjacent PE plane(s) by multiple optical links. Each link is considered to
be of the configuration shown in Fig. 1 and thus the CGH planes are arrays of off-axis diffractive
lenses. We assume that each link begins at a source (modulator or laser diode) and terminates at
a detector. Note that this model as well as the algorithm itself is not limited to OE-MCM
configurations but could be easily used also for wafer scale integration.

Figure 4 shows the logical diagram of the placement problem that we use to formulate a
discrete configuration space that simulated annealing can handle. We assume that there exist a
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netlist which determines the interconnection pattern between a set of logical PEs (ekr) in set Ek
and the sets Ek.. and Ek+l. The assignment (or placement) of these logical PEs into the actual
physical array slots, pki of plane Pk by the mapping ak determine both the interconnection
distance (which determines the minimum volume and CGH synthesis) and direction (which
determines the CGH synthesis).
3. Simulated Annealing Algorithm Applied to the Placement Problem

Simulated annealing is a well-known algorithm developed by Kirkpatrick, et. al. [4] to
solve problems that commonly occur in combinatorial optimization. In order to use simulated
annealing, the problem must first be configured as a system with a discrete number of states. The
suitability of any state is given by a cost function, in our case Ck, that describes some feature
about the system that the algorithm is to minimize. Given some initial state, the system is
incrementally changed to a neighboring state, at which point a change in the cost function, Auk,
is calculated. If this change is negative, we adopt the new state. If it is positive, the new state is
accepted if a random number (chosen uniformly between 0 and 1) is greater than exp(-AC/T),
where T is a constant referred to as the temperature. This process continues until the algorithm
can no longer make any improvements. It is this probabilistic acceptance of new states tha&,
increase the cost, that results in the "hill-climbing" capability that prevents simulated annealing
from getting caught in a local minimum. At the beginning of the algorithm, the temperature is
set very high, so that almost all states are accepted. Periodically as the state evolves, the
temperature is reduced so that fewer and fewer worse states are accepted. Finally ending up as a
greedy algorithm, where only changes that result in a lower cost function are accepted.

The simulated annealing algorithm employed in the placement problem is shown in Fig.
5. The states are described by a given placement of each of the logical PEs e& to one of the
physical locations on its respective plane, pki. An incremental change in a given state is defined
by switching the placement of two random PEs on a given plane and then measuring the change
in the maximum interconnection distance over that plane.

For the purposes of minimizing the system's volume, we are interested in the interconnect
distance dkimj between a PE, pki , on PE plane Pk and an interconnected PE Pmj on PE plane Pm
given by

d~ij= d(ki, pmj) = V(xki mj)2 + (YU_ -Y~n) (3.1)
where (xki,yki) and (Xmj,ymj) are the coordinates of the two PEs (pki and Pinj, respectively). We
define the cost function for the simulated annealing algorithm to be based on the maximum
interconnection distance from each plane (say Pk) to any adjacent planes (Pk-1 and Pk+l),

Ck = m X{dh(k-q)j, dki(k:+))j } (3.2)

The goal of the algorithm is then to minimize this cost function over all stages, k ,1= 1,2 ..2, N-1.
Note that if pki and Pmj are not connected by the nedist then dkimj for that pair is not defined.

The algorithm starts with a beginning configuration state (an initial placement for all PEs)
from which we switch the placement of two PEs. One of the PEs to be switched represents the
PE with the largest interconnect distance for that plane while the other PE is randomly chosen
(with a uniform distribution) from the remaining PEs. The change in the cost function for the
new state is calculated and it is determined if the new state is accepted according to the method
described above. The algorithm then proceeds to the next plane. After all the planes have been
altered a given number of times the temperature is lowered (exponential decay) and the process
continues until no changes are accepted or the system cannot be reduced further.
4. Placement Results of the Simulated Annealing Algorithm

Simulated annealing was applied to the placement problem for a real twin butterfly design
example. To serve as a benchmark, we compared the results of the algorithm with a straight-
forward placement, i.e. raster order placement of all PEs into the PE planes, and the matching
algorithm presented in Ref. 2. The straight-forward placement was used since it yields good
results for the standard butterfly relative to any other systematic placements that we tried. The
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best simulated annealing result was 4.24 while that of the matching algorithm and straight-
forward placement were 4.24 and 8.60, respectively (1 being the interconnection distance
between a PE and his nearest neighbor). Figure 6 shows a histogram of the interconnection
distances over the entire system. From these placement results, a 1st level mask was generated
and statistics over all the interconnections were gathered comparing the algorithms with this
standard placement. The results show us that the straight-forward placement has a small number
of CGHs with large interconnection distances that result in an increase in the system volume
while the algorithms reduced the maximum interconnection distance but increased the overall
sum of the distances (or CGH complexity). Both the simulated annealing algorithm and the
matching algorithm improved the system volume by -50% over the straight-forward placement.
5. Conclusions

We have shown that due to the fabrication limitations of CGHs, highly parallel
processing systems based on OE-MCM require new placement algorithms to reduce the system
volume and to synthesize the CGH array. We have formulated the placement problem as the
attempt to find the optimum placements for the logical PEs onto the physical PE slots based on a
given netlist so that the maximum interconnection distance over all the stages is minimized. A
simulated annealing algorithm was applied to the problem and compared to the matching
algorithm and the straight-forward placement. The two algorithms resulted in reducing the
overall system volume by 50% over a straight-forward placement. Based on these results, CGHs
have been designed and fabricated to implement the optical interconnections[5].
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I INTRODUCTION
Full parallel processing requires the parallel algorithm technique, in which consistes of a

suitable number systems and an efficient encoding scheme for handing the data, and parallel
architectures for realizing the algorithm. The modified signed-digit number systeml has been proved
to be able realize carry-free addition and subtraction, and its optical system is of potential two-
dimension parallel processing ability.

Recently, optical implementation of MSD arithmetic by using the optical symbolic substitution
has been proposed, and a number of schemes such as location-addressable memory (LAM), content-
addressable memory (CAM), multichannel correlators and optical shadow-casting, have been
suggested to implement optically symbolic substitution. The CAM method 2'3 is considered as an
efficient method for performing MSD operations, but is suffer from the disadvantage that the number
of reference pattern is proportional to the length of operands. The number of references becomes
immense when performing high accuracy calculation. For example, for two 32-bit MSD addition,
one require the storage of 1718 minterms with the one-step scheme proposed by Mirsaledi &
Gaylord2, and requires the storage of 700 minterms with the two-step scheme proposed by Li &
Eichmann 3.

In this paper, we describe a new scheme of performing MSD addition / subtraction (A/S) in
one step. The sixty-eight minterms (fourteen, twenty and thirty-four minterms for output digit 1, 1
and 0 respectively) for one-step MSD A/S are developed based on a new logic minimizing technique
and the redundant bit representation of MSD number. Two new optical implementation methods,
sampled discrete correlation and matrix multiplication, are proposed for implementing optically the
one-step MSD A/S.

2 REDUNDANT BIT REPRESENTATION
Redundant bit (RB)representation, in which each bit of a digital number is encoded with

several bits, has be proposed to reduce the symbolic substitution rules in digital optical computing 4 .
One of the advantages of RB representation is that indescribable bit (number) can be expressed
mathematically under given definition. For example, in MSD arithmetic, by using three-for-one RB
codes that is digits 1, 0 and 1 are encoded with 001, 010 and 100, which can be denoted by [1], [21,
and [4] respectively, the digit either I or 0 can be expressed by 011 or denoted by [5]. The physical
means of this expression is that for performing the bit wise AND operation, the sum of all bits of the
result is always 1. Similarly, either I or 1, either 0 or 1 and either I or 0 or I can be expressed with
101, 110 and 11l, or denoted with [51, [6] and [7] respectively.

3 MINTERMS FOR ONE-STEP MSD ADDITION
Binary number system, the carry can be propagation from the least signification bit (LSB) to

the most signification bit (MSB). The MSD number system limits the carry propagation to only two
position to the left, hence, addition / subtraction of two MSD number can be carried out in three steps
in a constants time regardless of the number of digit in MSD numbers. Each digit in the result,
therefore, dependent on the three positions digit pairs. In a two-step scheme3 .5, two pairs are
employed in the first step, and the affection of the third pair is done in the second step. In one-step
scheme, all the three bit pairs have to be considered simultaneously. Because six trinary input digits
are of 729 possible combination, in principle, 729 computation rules need be performed
simultaneously for full parallel MSD additor (subtractor). Recently 729 computation rules is reduced
to 56 minterms by using a logic minimizing technique6 . The minterm has been reduced to thiiy-fout
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with the new logic minimizing technique proposed and by utilizing RB representation of MSD digit.
Table I lists the reduced minterms for MSD addition. Here the minterm is denoted with a bracketed
string of six digits. This reduction is based on the following three facts:
(1) In same case, one can get output digits only examining two pairs digits. With this consideration,
369 computation rules instant of 729 computation rules is enough for one-step addition.
(2) Two computation rules can be combined into one if and only if the two rules map to the same
digit and among three pairs digits there are five digits are same. With this consideration, 68 minterms
(14, 20 and 34 minterms for output digit 1, i and 0 respectively) are found from the 369 computation
rules.
(3) The output 0 can be considered as neither 1 nor 1, thus 34 minterms (14 and 20 minterms for
output I and I respectively) is enough for performing one-step MSD addition.

The minterms for MSD subtraction shown in Table iH is obtained with similar technique.

4 OPTICAL ENCODING
The optical implementation, both its algorithm and architecture, the complexity for performing

one-step MSD A/S are strongly dependent on the encoding scheme employed. From Table I and
Table IU, it is clear that the minterm contains seven independent items, [1], [2], [4], [3], [5], [6] and
[7]. An efficient encoding scheme is that it not only can represent three elementary terms [1], [2] and
[4], which are corresponding to MSD digits i, 0, and 1 respectively, but also can easily represent and
distinguish other four complex terms, which correspond to either 1 or 0, either I or 1, either 0 or 1
and don't care bit (either 1 or 0 or 1). Figure 1 shows a typical encoding schemes, which use the
same SBWP with that of triple-rail encoding of MSD digits, used in the following discussion.

5 OPTICAL IMPLEMENTATION WrrH SAMPLED DISCRETE CORRELATION
In this scheme, each MSD digit is encoded by using three-for-one RB representation, which

can be arranged as either a row vector or a column vector. When using column vector form, the two
n-bits input operands as well as three padded bits are encoded into a 6x(n+3) binary matrix (Fig.2),
and each minterm is encoded as a binary matrix of dimension 6x3 . The thirty-four minterms are
arranged side by side in the vertical direction, that is the memory matrix is matrix of 204x3, and the
first ten minterms are minterms for output digit 1, others are for output digit 1. The discrete
correlation result is a matrix of 209x(n+5), a matrix of 34x(n+1) can be obtained by sampling the
correlation result. A binary matrix, which is of the characteristic that there is at last only one nonzero
component in any column vector, is obtained after thresholding. The ith bit of the final result is
determined by the ith column vector of the 34x(n+I) thresholded matrix: if the ith column vector is a
zero vector, the ith output bit is 0; if the nonzero component is one of the first ten components, the
output is 1, else the output is i.

The optical configuration for implementing this scheme is shown in Fig.3. Mainly, the setup
is build up with three pans: an optical correlator constructed with two spherical lenses, a nonlinear
threshold array (NTA) and a post-processor constructed with the cylindrical lenses. A LED array is
used as two dimension incoherent source, the sampling processing is realized by sampling directly
the light source by arranging properly the LED.

In practice, a strip-like one-dimension arranged memory mask can be rearranged in a square-
like two-dimension pattern, so that the make the aperture of optical system minimum. Figure 4 shows
the memory mask recoded thirty-four minterms, which is of aperture size of
(21d+6dx)x(30d+4dy), where dxd is the size of cell for representation a pixel, dx and dy are the
space between two adjacent minterms. The dx and dy are selected to avoid crosstalk between
correlations produced by adjacent two minterms, and are of relation with the length of two operands.

6 OPTICAL IMPLEMENTATION WITH MATRIX MULTIPLICATION
In this scheme, the RB encoded minterm is arranged into a )x18 row vector, thirty-four
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minterms is arranged into a 34x18 memory matrix as shown in Fig.5. The encoded input matrix for
two n-bits operands " of dimension of )8x(n+1) and is prepared as shown in Fig.6. Clearly the
multiplication of the memory matrix with the input matrix is a matrix of 34x(n+1), which is the same
as that obtained with the sampled discrete correlation scheme as described in above section. The
similar threshold and post-processing, which can be performed with either optics or electric, are
wanted for finding final result.

7 CONCUSSION
A new scheme, which employ 34 minterms, for one-step MSD addition / subtraction has been

realized based on RB representation of MSD digits. Two new configurations, sampled discrete
correlation and matrix multiplication, are proposed. Both methods use a fixed storage memory for
any length operands and take full advantage of the parallelism of MSD number representation and
along with the parallelism of optics.

REFERENCES
1. A.Avizinis, IRE Trans. on Electron Computers, Vol EC- 10,389-400(1961).
2. M.M.Misalehi and T.K.Gaylord, Appl. Opt.25, 2277-2283(1986).
3. Y.Li and G.Eichmann, Appl. Opt. 26,2328-2333(1987).
4. Hongxin Huang and Toyohiko Yatagai, submitted.
5. N.Takagai, IEEE Trans on Compter, Nbl C-34(9)789-796(1985).
6. M.M.Misalehi and T.K.Gaylord, Appl. Opt.25, 3078-3088(1986).

Table I Reduced minterms Table II Reduced minterms
for one-step MSD addition for one-step MSD subtraction
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One approach to massively parallel and highly efficient information
processing is to use systems containing multiple quantum well (MOW)
modulators. The Symmetric Self-Electrooptic-Effect-Device (S-SEED) is one
of the very well known examples for this technology [1]. The major
mechanism of the MOW modulator, which is integrated in the intrinsic region
of a PIN diode, is a clearly resolved exciton resonance at the absorption edge
causing a strong nonlinearity in optical absorbtion. This exciton resonance
shifts and broadens with electric field [2]. Although the S-SEED seems to be
suitable for many applications in the field, for it is easy to use and capable for
high switching speeds under some conditions, one main disadvantage
appears to be the lack of logic integration. Even simple computing tasks
require a large number of stages.

In our opinion it is neccessary to combine high speed semiconductor logic
with integrated MOW modulators to make use of massively parallel free
space interconnects to reach the processing performance of today's
microprocessors. Doped channel HFETs or DMTs are suitable elements to
realize the electronics part, as it is possible to integrate them together with
multiple quantum well structures on one substrate [3]. This technology meets
many demands for practical use: a high contrast of 6.5 and a small optical
switching energy of about 1 pJ were reported [5]. The switching time was
shown to be down to 2.8ns. [4] shows, how a 2xl switching node has been
realized in the FET SEED technology, where a ten times smaller optical
switching energy than required for the S-SEED has been observed.

However, the FET SEED does not provide bistability as its predecessors did.
So, we demonstrate a simple circuit to achieve electrooptical bistability. The
circuit is shown in Flg.1. The circuit consists of two MOW diodes acting as
input modulators and six HFETs forming a bistable flip-flop. We are still
maintaining the use of dual rail beams to be compatible to S-SEED systems.
In our simulation we used enhancement FETs for simulation purposes only,
but it is easy to alter the circuit for the use of depletion types. In this case, the
source potential has to be shifted, which is dependent on the pinch-off
voltage of the actual type. The circuit, which
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Figure 1: Bistable FET SEED circuit for input stages.
The MOW diodes are the optical input modulators, the nodes Hand are the
electrical outputs for internal use.

may be used as an input stage for several applications, provides two
electrical complemented outputs. The width of the electrooptical hysteresis
depends of the used FET parameters. Especially, the ratio width/length of the
channel determines the switching levels of the stage. In this way, the
electrooptical hysteresis can be optimized for optical computing applications
by the variation of the FET channel parameters. The switching behaviour is
shown in FIg.2. We used an analog workbench on a workstation to get the
simulation results.

Figure 2: Switching properties of the bistable FET SEED circuit.
Referring to Figure 1, the input signals 1 and 3 are applied to the nodes G and E,
while the outputs (nodes Hand D) are represented by the signals 2and 4.

In the following two possible applications are discussed, which may be
suitable for monolithic integration in large arrays for high parallelism. One
example is a 2x2 switching node in extension to the 2x1 node described in
(4], which consists of two input stages of the previously discussed type and
four transmission stages. These transmission stages are actually simple NOR
gates which deliver inverted output signals, but these are easily inverted in
the output stage again. The node of the kind considered here is controlled by
an electrical routing signal. However, other possibilities will be considered as
well. The transmission stages allow two data paths between the input stages
and the outputs of the circuit, "bypass" and "crossed". The circuit is illustrated
in Fig.3. Twelf FET's are required for two bistable input stages and another
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twelf ones are required for the four transmission gates. Both the output
stages are formed by six FET's. Over all, 30 FET's are used to create the

complete circuit. It is also possible to cascade the 2x2 nodes to larger NxN

nodes [6]. Another example for the use of FET SEEDs for optical computing

purposes is the integrated, electro-optical full adder.The circuit consists of two

input stages and a carry input and provides an

f .

Figure 3: 2 x 2 switching node with FET SEED logic. It is built by two input stages, followed
by four transmission gates and two outputs, represented t~y he nodes N, J.

optical output for the sum and the new carry. An unusual XOR gate is used to

optimize the use of space. The simulation results will be discussed in detail.
Considerations concerning timing and clocking are carried out to optimize

performance. Over all, it is neccessary to consider the properties of
asynchronous circuits. We will apply these considerations to both our
examples.
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Quantum well vertical cavity structures are very attractive for the large scale implementation
of parallelism in photonic systems, as they allow to fabricate 2-dimensional arrays of active
functional devices such as surface emitting lasers, electro-optical modulators, and bistable optical
switches. Nonlinear optics offers the possibility of all-optical operation, avoiding the cumbersome
electrical wiring and addressing of large arrays.

Bistable 6talons made of GaAs/AlGaAs Multiple Quantum Wells (MQW) exhibit very good
nonlinear properties suitable for optical signal processing. Epitaxial methods allow to include the
mirrors and the multiple quantum well nonlinear medium in a single crystal, resulting in highly
compact microcavities, with typically 6 gm overall thickness. Optical bistability is observed in
these structures at mW optical power, with a high contrast in the reflective mode'.

We report on recent progress in

(1) reducing the power density threshold of all-optical bistable quantum well vertical microcavities.
Significant improvements (by up to a factor 10) are achieved through an increase of the cavity
finesse, together with a reduction of the device active layer thickness.

(2) implementing the concept of resonant periodic nonlinearity for an enhanced coupling of the
nonlinear active quantum wells with the optical field of the cavity. This results in a still reduced
number of quantum wells, which has allowed us to obtain all-optical bistability at 980 nm with
strained InGaAs/GaAs quantum wells embedded in a high finesse AlAs/GaAs microcavity.

1. High finesse microcavities

Theoretical considerations taking into account the saturation of nonlinear refractive index in
multiple quantum wells show that a significant reduction of bistability threshold intensity can be
obtained through an increase of the cavity finesse, simultaneously with a decrease of the nonlinear
layer thickness. The experimental demonstration of this feature is given through the comparison of
several sample structures with different finesses and active layer thicknesses. Structure I, already
described in Ref. 1, consists of 14 periods of Ga0.9Al 0.,As/AIAs quarter-wave thick layers acting as
a back mirror, a 130-period MQW active medium consisting of 10 nm-thick GaAs wells and
10 nm-thick Ga0.7Al0.3As barriers, and seven periods of the same Ga0.9Al 0.1As/AIAs alternate layers
acting as a front mirror, grown on a semi-insulating GaAs substrate. Such a structure (sample #1896)
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was grown by Metal-Organic Vapor-Phase-Epitaxy (MOVPE). Its measured finesse of 36 was
essentially equal to the theoretical value. It displayed a bistable behaviour with a threshold power
of 2.8 mW and a high reflectivity contrast of 30:1.

Structure II consists of 23.5 periods of AlAs/Gao.Alo.As quarter-wave thick layers acting as
a back mirror, a 18.5-period MQW active medium consisting of 10 nm-thick Gao.Alo.5 As barriers
and 10 nm-thick GaAs wells, and 17 periods of the same AlAs/Ga0 .9Al0.1As alternate layers acting
as a front mirror. The theoretical finesse of this structure lies in the interval 500-800, depending on
the absorption coefficient of the nonlinear medium. Two samples of structure II (samples #FB 17,
and #GB23) were grown by Molecular Beam Epitaxy (MBE)2. On sample FB17, the measured
finesse was 250, and the measured critical intensity for optical bistability was 5 IW/gim 2.On sample
GB23, an additional quantum well in the active layer allowed to shift the microcavity resonance
towards longer wavelengths, which resulted in a higher finesse of 380 at 864 nm. However the
bistability threshold was not improved, but actually somewhat increased. Finally another sample
(#2329) with a similar structure as structure II was grown by MOVPE. A better mirror quality
resulted in a measured maximum finesse of 700 at still a longer wavelength of 871 nm. This resulted
in an improved bistability threshold of 3.5 1.tW/p.m 2. In addition, quite large hysteresis loops could
be obtained on this sample, with a ratio of upper to lower threshold intensities up to 3:1.

Table 1 summarizes these results, and allows a visual comparison of the various sample
characteristics. This shows that high finesse microcavities indeed allow a significant reduction of
the bistability threshold. Together with an estimated carrier lifetime of 4 ns, the minimum threshold
intensity corresponds to a power-lifetime product of 15 fJ/g.m2.

Sample 1896 FBI17 GB23 2329

Mirror Rb .976 .998 .998 .998
Reflectivities Rf .917 .995 .995 .995

Number of
GaAs QW 130 18 19 18

Finesse 36 250 380 700

Threshold
(tW/g.tm 2) 40 5 6 3.5

Table 1: Comparison of bistability threshold in various GaAs quantum well samples

2. High finesse microcavity with strained InGaAs/GaAs nonlinear multiple quantum wells

Following the development of Vertical Cavity Surface Emitting Lasers (VCSEL), several
InGaAs/GaAs nonlinear optical devices have been studied, such as an asymetric Fabry-Perot
reflection modulator3 or self-electro-optic effect devices 4, with operating wavelengths compatible
with the recent InGaAs/GaAs VCSEL's. The substrate transparency at the operating wavelength
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offers new possibilities through the transmission of input and/or output beams, while avoiding any
substrate etching and the hazardous sample manipulation that follows. For these reasons it was felt
interesting to attempt observing all-optical bistability at 980 nm, by using such InGaAs/GaAs
quantum wells as the nonlinear medium of a high finesse microcavity.

The structure design keeps the number of quantum wells as small as possible, in order to
avoid any strain relaxation during the growth. This is obtained by using a high finesse microcavity
as demonstrated above for GaAs wells, and a nonlinear medium in which the InGaAs quantum
wells are located at the antinodes of the standing-wave optical field. This constitutes a resonant
periodic nonlinearity, which enhances the coupling of the quantum wells with the intracavity field
and allows to reduce the total InGaAs thickness.

The investigated sample (N" 2403) consists of 23.5 periods of AlAs/GaAs quarter-wave-thick
layers as the back mirror. The nonlinear medium has a 5 half-wave optical thickness, with 4 groups
of 3 Ino.15Gao85As quantum wells separated by GaAs barriers, with 10 nm/10 nm nominal thick-
nesses. GaAs spacers (88.3 nm thick) are grown between each MQW group in order to ensure the
proper half-wave periodicity, as shown on Figure 1. Finally the front mirror consists of 17 periods
of AlAs/GaAs alternate layers.

MIRROR ACTIVE MEDIUM MIRROR

AIGaAs AlAs GaAs A~A

... .' .. .........

InGiAs

STANDING-WAVE INTENSITY

Figur 1 Structure of the active medium showing the InGaAs/GaAs quantum wells located at the
antinodes of the standing-wave optical field.

The sample characterization by high resolution double X-ray diffraction and photolumines-
cence showed that the sample structure is very close to the designed valuesS.The reflectivity spectra
exhibit an excitonic peak at 970 nm, and a cavity resonance in the range 978-985 nm, with a full
width at half maximum of 0.5 nm at 980 nm. Taking into account the phase dispersion in the Bragg
reflectors and in the nonlinear medium, we calculate a free spectral range of 80 nm, which implies
a finesse of approximately 160.

The sample nonlinear behavior was studied using a Ti:sapphire laser operating in the long-
wave range (920-1020nm). A 20 ns rise time acousto-optic modulator formed I-pis-long triangular
or rectangular pulses at the rate of 10 kHz. The beam was then focused on the italon with a measured
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spot diameter of 24 gjm (at half maximum) at normal incidence. When tuning the laser wavelength,
we observed a clear bistable behavior at 983.4 nm, as displayed on Figure 2, with a reflective contrast
of 7:1 and an intensity threshold of lO01W/gMm2.This result is quite promising, in view of the potential
improvement in materials quality and thickness controls in optimized samples. In the investigated
sample the cavity loss is much larger than the value expected from the mirror composition. A better
mirror quality is thus expected to improve the device performance and should also allow to obtain
more detailed information on the nonlinear refractive index of these quantum wells.

500W/cm20,40I1
22

0 500W/cm

Figure 2: Reflected vs incident intensity showing the bistable behavior at 984.3nm.

In conclusion we have described significant improvements of bistability threshold in high
finesse microcavities, and demonstrated a novel monolithic bistable device operating at about
980 nm, based on the dispersive nonlinearity of InGaAs/GaAs quantum wells. Its geometry and
operating wavelength make it fully compatible with existing VCSEL arrays. Finally the substrate
transparency at the operating wavelength opens new possibilities, e. g. for optical logic in the
transmission mode, or for more efficient heat-sinking in the reflection mode, with incident and
reflected beams propagated through the substrate.
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We describe five classes of smart pixel devices with increasing complexity and present an optoelectronic
integrated circuit (OEIC) smart pixel array having programmable amplifier, inverter, logic element,
bistable switch or latch functions. These devices are used in transmissive and reflective architectures to
implement reconfigurable processors, multiplexed shuffle networks, cellular hypercube processors or
sorting networks.

1.0 Introduction

Optics is advantageous for making intricate, long distance interconnections or transferring many signals on
or off a chip. Electronics is better at power efficient signal amplification, processing and logic. Smart
pixel (SP) devices have recently attracted great interest because they potentially combine the best
characteristics of optics and electronics in a single device. SP devices are integrated optoelectronic arrays
of light detectors, amplifying and processing electronics, light emitters and light modulators that are
(ideally) combined on a single substrate. There are at least four major types of SP technologies being
studied at present: a) multiple quantum well (MQW) self electro optic effect devices (SEEDs); b)
optoelectronic integrated circuits (OEICs) with separate detectors, transistors, modulators, or optical
sources in each pixel; c) vertically integrated detector, switch and emitter combinations; d) liquid crystal
modulators integrated with VLSI drive and detection circuitry.

2.0 Complexity of Smart Pixel Device Arrays

We classify existing and proposed SP device arrays into five levels of complexity depending on their
functionality. The first level are arrays of devices that detect light, perform an amplifying or thresholding
function, and drive an output light source (LED or laser) or modulator at each pixel. These devices have a
single input and output and perform a fixed function.

The second level are SP devices that can perform some signal routing or switching node functions. These
devices can select from one or more inputs and route them to an optical output Arrays of these devices
can be controlled externally to build up switching networks with many inputs and outputs arranged in an
array. One particularly useful type of device performs a bypass/exchange switching function. This
operation takes a pair of inputs and routes them to the output in either a straight-through connection
(bypass) or a reversed connection (exchange). This operation is a fundamental building block of
multistage switching networks such as the shuffle (Omega), banyan, Clos/Benes, crossover, and many
others [ 1].

The third level of complexity adds some degree of reconfigurability or controllability to the previous
devices. The threshold level may be adjustable depending on an electrical or optical bias, and there may
be additional signal inputs for choosing among several simple combinatorial logic functions such as AND,
OR, NOR, etc.

The fourth level of complexity is a SP device that performs switching and routing functions as do the first
three devices, but with some internal signal recognition and control. These smart pixels may require
buffering of input signals and header, routing or destination recognition. These devices require a large
number of transistors or logic devices at each node (perhaps several hundred), but a relatively smaller
number of optical (r electronic external input lines.
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The fifth and highest level of complexity is a SP array consisting of individual processors capable of
executing numerical or logical computations. Each of these smart pixels has individual optical and/or
electronic input and output. There may also be local electronic connections on the chip to nearby
processors for efficient short-distance data movement. These processors could perform parallel numerical
signal processing functions such as the discrete Fourier transform, array beamforming computations, etc.
They could also perform binary and multilevel image processing functions in a 2-D parallel array, as
described by the digital optical cellular image processing (DOCIP) array concept [21, [3].

Note that SP arrays may function in either a transmissive mode (detectors and sources on opposite sides of
the chip) or a reflective mode (detectors and sources on the same side of the chip). The device complexity,
choice of fabrication technology and packaging with optical interconnection components will determine
the most useful configuration.

2.1 A Multifunctional OEIC Smart Pixel. A particular OEIC SP device [4], [51 shown in Fig. 1 can be
used in both transmissive and reflective systems. By optically changing the bias states on the control
transistors (lcl, 1c2, 6c3, 1c4, and lpb), this circuit can be configured to provide several logic functions,
provided that the optical inputs are simultaneously incident on transistor pairs (IN1, IN3) and (IN2, IN4).
By providing positive optical feedback from the output laser to the control transistor, Ipb, the circuit can
self-latch to hold an output value. Finally, pairs of such circuits can be employed to form a
bypass/exchange switch.

Positive logic (AND, OR) is afforded by supplying base current to (i.e. enabling) IN3, IN4 and 6c3, Ic4, and
negative logic (NAND, NOR, INVERT) is afforded by enabling IN1, IN2, Icl, 1c2 and Ipb. Here, a small
signal current gain P - 100 - 500 is typical of heterojunction bipolar transistor (HBT) technology operated
at -1 GHz. The typical required base current values for the five control transistors are 1/if of the output
laser threshold current Ith . To achieve optical reconfiguration of the circuit, the control transistors are
optically sensitive elements such as phototransistors, photoconductors, or p-i-n photodiodes, depending on
the performance and integration requirements of the system. One of the advantages of OEIC-based SP
arrays in comparison to some of the other implementation technologies is that they have a large potential
contrast (or on-off) ratio (> 5:1). This makes the OEIC devices better suited to applications requiring a
larger fan-out and fan-in, which is particularly important for neural-based architectures, multiple input
logic functions, and certain signal processing functions.

VDD 2.2 Transmissive Implementation. Figure 2 shows details of a
(optical power) general purpose optical computing system for transmissive

R versions of the OEIC SP arrays described previously. Here the
latching functions LI and L2 are shown separated from the SP

IN 1 ' IN2 arrays SPI and SP2 for clarity, although they may actually be
- T.-- integrated along with the SP arrays. The arrays SPI and SP2OUT can be reconfigured within a clock cycle to perform different

Boolean logic functions or bypass/exchange spatial shifting or
IN-3 IN switching operations. The mirrors (M) shown route the array of

O signals through the system while the interconnection units
perform fixed permutations on the array. Imaging elements

pb c4needed to carry the data through the system and optical
'ci 3 p c4 i programming arrays for reconfiguration are omitted for clarity,

but are discussed further in Ref. [51 and section 2.3. An input
array enters LI from the upper left, and proceeds through SPI
which is configured to perform a specific function on the first
clock cycle. The result in stored in L2 while SP2 is configured
for its operation. At the next clock cycle, SP2 processes its

Figure 1. OEIC smart pixel circuit. input and outputs the result to LI while SPI is reconfigured.
The latches are used as temporary short-term memory during

the SP computation time of - 1 ns or less. This time is short compared to the data transfer time of - 1 ps.
The output array is obtained from the partially reflecting mirror shown.

2.3 Reflective Implementation. The concept shown in Fig. 2 with a transmissive SP device can be
transformed to the reflective system shown in Fig. 3. Some advantages of the reflective system are that it
may be more compact, easier to package and align, and requires SP arrays and interconnection holograms



216 I OThA1-3

mirror latch 1 smart pixel array 1 mirror that are easier to fabricate. Assume
(M) (LI) (SPi) (M now that the latch (L) and smart

input > Mpixel (SP) arrays are combined.
A 10 ,The transformation begins by

placing a vertical dividing plane
through the planes of the L-SP
arrays in Fig. 2 perpendicular to the
forward and reverse optical paths.
The components and paths to the
left of the vertical dividing line are

'"-*interconnection units,% folded about the plane to the right
side. Now place a horizontal plane
through the interconnection units of
Fig. 2, and fold the components
below it upwards about theI / \ A it e ughorizontal plane. The transmissive
interconnection units of Fig. 2
become a reflective device, and the

mirror two SP arrays are now placed off-
<" op Mirror axis so that they mutually image to

<= oupone another. Note that the
mirror smart pixel array 2 latch 2 interconnection unit is labeled as a

(M) (SP2) (L2) =" hologram, but could be
implemented using diffractive

Figure 2. Transmissive smart pixel (SP) system. optics fabrication techniques. For
imaging or simple shifting of one

array with respect to another, the interconnection unit is a hologram with focal power that serves as a
reflective imaging system. The single partially reflecting mirror that remains may be used to supply
instructions, clock signals and provide input/output functions, or it may be eliminated if another program
hologram placed next to or behind the reflective interconnection hologram provides these functions as
shown in Fig. 3. An optical source behind the program hologram provides a clock and programming
signals that pass through patterned transmitting regions of the interconnection hologram.

In the absence of a fully integrated SP array having detectors, electronic processing and sources on the
same substrate, Fig. 3 shows how an array of detectors and processors forming a partial SP array can be
electrically connected using wire bonds to a diode laser source array (such as a vertical cavity surface
emitting laser (VCSEL) array). This arrangement may be useful for experimental feasibility studies until
more fully integrated SP devices are available. Notice that simultaneous independent data transfers can
occur from top (S 1) to bottom (S2) SP arrays and vice-versa.

3.0 General Architectures

Here we describe four optical interconnection and
sources I . computing systems that are well matched to the

(s,) •physical capabilities of the SP devices discussed in
section 2.0 and can be implemented using the

pixelarray I- general SP array systems in Figs. 2 and 3. The
(spi) systems are described in order of increasing

ource for lok, complexity, primarily dependent on the complexity
smao progrm. power of the SP array, the fixed optical interconnection

pixel arry 2-- unit, input/output and programming functions(SP2) program hologram required.

sources 2
(S2) reflective lnlercooineclon .-- 3.1 Reconfigurable Processor. The most straight

emn=lwth focal power forward version of the system in Fig. 2 and Fig. 3

requires a SP array of the logic elements described
Figure 3. Reflective smart pixel system. in section 2.1 along with simple imaging or space-

invariant shifting interconnection optics. Here, the
interconnections between pixels are one-to-one, with an entire array imaged to another array, perhaps with
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a spatial shift in x ory of a few pixels. Such a system could perform recursive logical operations on a
binary array, including logical inversion, union of two arrays, or dilation (translation and superposition [2],
[31). Structures such as N-bit delay lines or shift registers could be implemented. Because of the 2-D
array, several (up to N) parallel N-bit delay lines could be laid out on the SP chip.

3.2 Time or Space Multiplexed Shuffle. A perfect shuffle multistage network has in stages of 2-input/2-
output bypass/exchange switches interlaced with fixed optical 2-D shuffle permutatio, s [1], [6], [71. The
system of Fig. 3 can implement a time-multiplexed shuffle of synchronously processed data by transfers of
data between the two halves of the SP array. Here the SP array is externally programmed to be a
bypass/exchange array, and the optical interconnection is a fixed reflective perfect shuffle that provides
one-to-one permutations from its input to its output. A SP array with a larger number of individual pixels
could be used to space-multiplex some or all of the stages [8], thus reducing the required number of clock
cycles (data transfers).

3.3 Cellular Hypercube (CH). The CH is an enhanced binary logic array that adds direct holographic
interconnections to pixels at distances 2, 4, 8, ... 2 k (2 k < N12) (a one-to-many fan-out) in order to reduce
the number of computation clock cycles [21, [3). For an array of size N x N, the fan-out from the source at
each pixel is O(log N) rather than one as in system 3.1 and 3.2. Here, the same basic logic SP as in Fig. 1
is used.

3.4 Sorting Network. The most advanced application of these SP systems is in sorting or self-routing
interconnection networks. The smart pixels must perform logical operations such as comparisons, header
reading and adaptive routing of data passing through the system. The basic interconnection between stages
is a one-to-one interconnection such as a shuffle or other multistage network connection.

4.0 Other Issues, Conclusions and Acknowledgments

Additional optical sources and photovoltaic detectors may be added to the SP systems in Figs. 2 and 3 to
provide optical powering of the SP arrays. Eliminating electrical power supply connections can
significantly reduce inter-pixel crosstalk and interference [8]. With present technology, the packing
density of MQW SEED SP arrays is higher than that for OEIC SP arrays, but the fan-in, fan-out, and data
signal bandwidth potential of OEICs appears much greater. The best choice of SP will depend on the ease
of packaging and physical integration with wavelength-compatible diffractive optics for the fixed
interconnection units.

This work was supported by NSF Grant No. ECS-9015797 and by the Air Force Office of Scientific
Research under Grant No. F49620-92-J-0432.
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Electronic chips have tremendous data processing capabilities but they also have a communications bottleneck. The
amount of data that can be processed on electronic chips far exceeds the amount of data that can be brought in and out of
these chips. This imbalance is due to the fact that high speed electronic data input/output (I/) ports consume far more
chip area and power than equivalent data processing circuits do. The imbalance is tolerable in many applications where a
given data set undergoes many _processing steps before leaving the chip. Then data can be pipelined through the
multiplicity of steps or repeatedly routed through an on-chip cache memory. Such procedures are not efficient however,
in applications where very large amounts of data need to undergo only a limited number of processing steps, and then
input/output limitations belie the processing power of the electronic chips.

Recently, optical data processing prototype systems [1,2] have demonstrated that the large space-bandwidth product
of free-space optics offers a means of vastly increasing the number of input/output ports on a chip. These systems
utilized large arrays of Symmetric Self Electrooptic Effect Devices (S-SEED's) as their active components [3-5]. The
devices acted simultaneously as data processing nodes and as the optical input and the optical output ports. Although the
S-SEED's were surprisingly functionally versatile for elementary devices and exhibited the many device features that
made the operation of the prototype systems possible [6], the S-SEED's had two shortcomings which stymied further
progress. Their switching speeds in optically cascaded operation fell far short of their intrinsic speeds [7,8] and their data
processing ability was at most that of a single logic gate. Two developments, however, pointed the direction towards
solutions to the two problems. Both developments were possible because although S-SEED's act as optical devices, they
are fundamentally optically addressed electronic circuits, consisting of two, reverse-biased in series, Quantum Well
diodes (QW-diodes) which can be both detectors and modulators [9]. In the first development, a series of experiments
showed that S-SEED's can be electrically driven and optically read at Gigahertz rates [5,10]. So the speed problem was
not a fundamental one, but only a question of sensitivity to optical signals. The second development was a family of
devices (actually circuits), called Logic-SEED's or L-SEED's [11] which achieved more complex functionality through
higher circuit complexity. L-SEED's consist of many electrically interconnected QW-diodes. To operate, the L-SEED's
need many optical beams (at least one per QW-diode), so they have a beam complexity proportional to the circuit
complexity; not a desirable situation if ever higher functional complexity is to be explored. So the need for higher
sensitivity and the need to disengage circuit complexity from beam complexity, both begged for an introduction of
electronic components, such as transistors into SEED circuits. That QW-diodes could interact beneficially with
transistors was obvious, but how to monolithically integrate, or cofabricate, QW-diodes with transistors, in a
manufacturable and reliable fashion, was not.

We chose to develop a cofabrication sequence for QW-diodes and Heterostrncture Field Effect Transistors (HFET's)
since feasibility was already demonstrated [12] and because FET circuits are more likely to aid high sensitivity than, for
instance, Heterostructure Bipolar Transistor (HBT) circuits do. (Efficient cofabrication of QW-diodes and HBT's is also
possible [131.) Reference [14] gives a detailed description of a FET-SEED batch fabrication procedure; one that is
manufacturable and allows versatile circuit design. The process requires only one more photolithographic step than a
previously developed SEED batch fabrication sequence [15] and still involves a single MBE growth only slightly
modified from those for just QW-diodes. Exemplary FET characteristics are amply described in reference [14). For
FET-SEED's we also modified the Multiple Quantum Well Stack (MQWS) of the QW-diodes. This change optimized
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Figure 1. An illustration of the Quantum Confined Figure 2. Plots of the responsivity and the reflectivity
Stark Effect, including a designation of two vs. applied voltage of a QW-diode, for light at X, at
wavelengths, XL0 and Xi, useful for SEED operations. an intensity of 10 kW/cm2 .

the QW-diodes for operation with light beams at the wavelength, X1, identified in Figure 1. The figure is an illustration
of the Quantum Confined Stark Effect, the phenomenon which gives QW-diodes their novel properties. Previously,
SEED's were operated at wavelengths near Xo (Fig. 1) to obtain bistability. But FET-SEED circuits do not need
bistability and so can take advantage of the deeper modulations at higher optical beam intensities that are possible at X I.
Figure 2 shows typical reflectivity and responsivity versus voltage characteristics obtained at X I with a 10 kW/cm 2 beam
intensity, for a Fabry-Perot resonance enhanced QW-diode. Even without the Fabry-Perot enhancement similar
modulations, with the minimum reflectivity rising to 11%, can be achieved.

With the FET-SEED integration, all the components needed for optoelectronic circuits are available. But careful
circuit design is still necessary to properly exploit the opportunities offered. Chips which utilize the high bit-rate
massive connectivity of free-space optics and have a high level of functional complexity, must have receiver circuits
which convert optical signals to electrical logic level signals, a family of electronic or optoelectronic logic circuits and
transmitter circuits which convert logic level electrical signals into optical signals. For cascadability between chips, the
optical outputs of the transmitter circuits must be able ko drive the receiver circuits. Both receivers and transmitters must
be relatively high speed, because high data throughput requires a large number of I/0 ports which are also fast. Both
receivers and transmitters must be relatively small if the I/0 ports are not to consume a disproportionate amount of chip
area and power. Thus our first circuit design task was to develop the proper receiver and transmitter circuits.

*V2 *V2 +V4 *V6 +,V

VIN VINi VIN2  VOUT OUT

VIN IN

*-V1  -V 1  -V 3  -V5  -V5

(a) (b) (a) (b)

Figure 3. Schematic diagrams of FET-SEED receiver Figure 4. Schematic diagrams of FET-SEED

circuits. transmitter circuits.
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Figure 5. Optical output of a FET-SEED circuit Figure 6. Optical output of a FET-SEED circuit
consisting of a Fig. 3a receiver and a Fig. 4a consisting of a Fig. 3a receiver and a Fig. 4a
transmitter. Test conditions were a CW read beam transmitter. Test conditions were a CW read beam
and every 12 ns, mode-locked laser pulse streams and every 12 ns, mode-locked laser pulse streams
directed to the upper (set) diode and lower (reset) directed to the upper (set) diode and lower reset
diode. Reset 2 ns after set. diode. Set 2 ns after reset.

The development strategy was - design variations of receivers and transmitters simultaneously, then layout various
on-chip combinations, with receivers directly electrically driving transmitters, and finally test the combinations optically,
using actual or simulated optical outputs of transmitters to drive the receivers and observing the transmitter optical
outputs. A description of some examples follows.

The simplest receiver is a photodiode (a QW-diode in our case) reverse-biased in series with a load. The highest
sensitivity such receiver occurs when the load is another photo-diode as shown in Figure 3a. This receiver can be
operated with differential optical signals (with sensitivity increasing with increasing contrast) or with single-ended
signals on one diode and time-sequentially applied reset pulses on the other. Some form of clamping of the voltage
swing on V I to no more than a logic level swing must be added. When the receiver drives a gate of a FET, that gate can
automatically be the clamp. A somewhat larger but more sensitive receiver is shown in Figure 3b. A full logic level
swing on VtN2 can be obtained with a much smaller voltage swing on VN 1 . Some form of clamping on VINI must be
provided also. Sensitivity can be measured in terms of the inverse of the number of photons needed to develop a logic
swing at the receiver output. The switching energy (the number of photons times the energy per photon) is proportional
to the voltage swing the optical signal must provide, so sensitivity increases as the required input voltage swing
decreases.

The simplest and least power dissipating transmitter design is shown in Figure 4a. This transmitter gives only
single-ended outputs and so must have high contrast to be cascadable with the receivers of Figure 3. When operated with
pulsed read beams this transmitter draws current only when the read beam is on and uses read beam generated photo-
carriers to reset itself. The transmitter in Figure 4b. is much easier to use and can give differential outputs, but simply
dissipates the absorbed optical power and dissipates more electrical power because of the contention between the FET-s.

A circuit consisting of a Figure 3a receiver and a Figure 4a transmitter was tested with mode-lockAl laser pulse
streams directed at the input diodes (upper diode is set, lower is reset) and with a CW read beam on tSe output diode.
Figure 5 shows the reflected output when the reset pulses trailed the set pulses by 2 ns (pulses were - 12 ns apart in both
streams). Figure 6 shows the reflected output when the set pulses trailed by 2 ns. The two experiments together
demonstrated that operation up to 250 Mbit/sec is possible. The energy in the set pulses was 80 G. The circuit may
actually be faster, the test equipment limited the speed in those experiments. Another circuit, consisting of a Fig. 3b
receiver (with diode clamps added) and a Figure 4b transmitter was tested in a similar fashion [16). The results, shown
in Figure 7, were a 200 Megahertz speed of operation with the average switching energy reduced to -20 G.
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Figure 7. Optical output of a FET-SEED circuit Figure 8. Optical output of a complex FET-SEED
consisting of a Fig. 3b receiver and a Fig. 4b data routing node. Test conditions were a CW read
transmitter. Test conditions were a CW read beam beam and two 200 MHz, 50% duty-cycle input
and every 5 ns, pulse streams (subnanosecond pulses) beamns, directed out of phase at the set and reset
directed at the set and reset diodes, 2.5 ns apart. diodes of one of the node receivers.

The second generation of FET-SEED circuits already included some data processing nodes, specifically data routing
nodes [17], processed in 4x4 arrays. These nodes included logic circuits, based on the "Buffered FET Logic" (BFL)
family, placed between the receivers and transmitters. We have fully functional arrays, each with a total of 400 FET's
and 304 QW-diodes (25 FET's and 19 QW-diodes per node). Figure 8 shows a 200 MHz output of one such node,
receiving 60 f0 input pulses (at 50% duty cycle).

Despite the above successes, the FET-SEED technology is still facing many unanswered questions. The most critical
one is to what complexity will yield allow the circuits to go. Perhaps the most exciting and stimulating question is what
are the optical computing applications for these optoelectronic circuits. Remember that with FET-SEED circuits, optics
is offering not only massive connectivity for unprecedented data throughput, but also automatic signal regeneration,
signal retiming and clock distribution. The electronics bring arbitrary functional complexity.
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1. Introduction The current trend in device design for free-space optically interconnected systems is towards 2-D
arrays of smart pixels, in which each pixel incorporates electronic processing together with optical I/. The optimal
amount of electronic functionality of each smart pixel is a topic of current debate, however, amplification of the
detector output signals is common to most proposals. This amplification compensates for the typical optical systems
losses of 3 to 15 dB which would otherwise limit the systems to low data rates. Progress has been made in
fabricating smart pixel arrays incorporating GaAs FETs and MQW PIN detectors and modulators (FET-SEEDs)11 !
and this paper presents an experiment which cascades two 128 pixel arrays of FET-SEED smart pixels.

2. POET FET-SEEDs The FET-SEEDs used in this experiment form pixels which consist of 2 MQW PIN
photodiodes, a single-stage FET amplifier, and single-ended MQW output modulator (as shown in Fig. 1). The
upper photodiode on the left is used for the signal pulse, the lower photodiode is used for the reset pulse. The output
modulator is addressed with an output (power) pulse much larger than the input, thus reading out the state of the
circuit and providing optical power gain. These pixels were originally designed to be operated with mode-locked
pulses, thus their acronym: Pulsed Opto-Electronic Toggle, or POET. The zero-field excitonic absorption peak of
these MQW PIN diodes is at = 846 un, and they were designed to operated at the so called XI wavelength of 850
rn, where increasing field causes increasing absorption, hence the differential inputs are not bistable. The FET
Shotuky diode effectively "clamps" the reset diode to less than I volt, thus its absorption (= 45%) is always less than
that of the signal diode (= 75%) at 850 rnm.

3. Experiment A photograph and schematic of the experimental setup are shown in Fig. 2. The signal and reset
signals for POET, are generated by AIGaAs laser diodes driven by a pulse generator. The reset laser was operated
at 846 nm to maximize its absorption by the reset diodes, while the rest of the lasers were operated at 850 nm. These
beams are combined with a 50:50 beam splitter, BSI, after which a binary phase grating, BPGI, splits this pair of
beams into 128 pairs. These beams enter an optical isolator, ISO 1, are reflected by a polarizing beam splitter (PBS),
pass through a X/4 retarder with its fast axis at 45 degrees to the PBS plane of incidence, reflect from a 50% mirror,
pass back through the PBS and another (similarly oriented) X/4 retarder, and are imaged onto the input PIN diodes
of POET,.

The POET, output modulators are read using a Ti:Sapphire laser split into 128 beams by another BPG. These
power beams pass through ISO,, are imaged onto POET1 , and the reflected beams become the signals for POET2.
The path for these signals through ISO 2 to POET2 is similar to the input signal path described above. The reset and
power beams for POET2 come from CW AIGaAs laser diodes and, after being split 128 ways by BPGs, they are
combined together at BS 2 . Both beam sets propagate through ISO 2 and are imaged onto POET2 along a path
similar to the path of the POET, power beams.

Much of the otics and mechanics used in this experiment are identical to those used in our last optical switching
demonstrator,1 I and the alignment proceeds similarly. The semiconductor lasers and collimating/circularization
optics were mounted on separate sub-plates, and then mounted onto the main custom steel mounting plate, which
was milled with 7 shiplow slots. Most of the other components were mounted in 25mm cylindrical steel cells held in
a steel slot-plate vi, c, amnic magnets. The FET-SEEDs were centered on cylindrical steel slugs, and the 3 spot
arrays for POET, w•. Aigned by rotating the BPGs and the pairs of 7 minute wedges (Risley prisms). The
reflected POET, ,utp it •lanrs were similarly centered on POET2, and the POET2 cell rotated to match POET,.
The POET2 pow,. o i,( ;rset beams were then aligned to POET2 by rotation of their BPGs and wedges. Alignment
of the power beams was optimized by maximizing the average array photocurrent generated with only the power
beams present. The signal and reset beams' alignment was similarly optimized by maximizing or minimizing the
array photocurrent with both the power beams and either the signal or reset beams present.

The signal and reset beams for POET, were modulated with a 50% duty cycle and the POET, power was CW. The
POET, array was operated at a 50 MHz with 100% functionality, although the output pulse shape and contrast was
degraded from its DC performance. The input was a 10101.... pattern, and the resulting optical outputs from one
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quadrant of the array (32 pixels) are shown in Fig. 3(a). Figure 3(b) shows an overlayed plot of all 128 POET,
outputs. These outputs were used to drive the signal inputs of POET2, and the cascaded system was operated at
-75% functionality at 14 MHz. The outputs from one quadrant of POET2 shown in Fig. 4(a), and the overlayed
plot of all 128 POET2 outputs (Fig. 4(b)) demonstrate the broad range of observed performance. At 2.5 MHz, this
range of performance was still evident, with 10 devices not switching, and 23 others switching with asymmetric duty
cycles or very low contrast. The power emitted by each laser, as well as the optical power/pixel of signal, reset, and
power beams is summarized in Table 1.

4. Conclusions The non-uniform performance of the cascaded system may be attributed to the effects of device
non-uniformity and optical system non-uniformity. Figure 5 shows the near-DC switching response of every other
device (1,3,5...) in every other row (1,3,5..) of the array, when sequentially operated with CW reset and power beams
and a ramped-power signal beam. Only one of the 32 devices tested was non-functional, and some of the small non-
uniformity present is due to misalignment errors from the automated positioning stages.

Optical signal non-uniformity is contributed by the BPGs, beam clipping at the detectors and modulators due to
misalignment, as well as other smaller effects.1 31 In similar systems, 121 optical effects typically introduce about 10%
non-uniformity, and alignment effects another 10-20%. This 20-30% variation in signal powers can have a dramatic
effect on the device switching dynamics across the array. Assuming a 20% variation about the nominal power, the
LOW signal power/pixel for POET2 may vary from 9.6 gW to 6.4 gW. Due to the decreased absorption of the
reset2 beams, the effective nominal power/pixel is 18(45/75)= 10.8 g.W. These beams may vary ± 10%, or from 11.9
g W to 9.7 p W. This variation is significant, because the FET gate-source voltage depends on the difference between
the photocurrents generated by each diode of the differential detector, and hence the absorbed differential optical
power, which may vary from A.OW-mz,=O.=1.IWto ALow-.ma=5.51pW. This represents a factor of 55 in resultant
switching speed variation across the array! Additional array operational effects such as simultaneous switching
noise, heating and scattered light effects may be present and will require further investigation. This work represents
but a first step, and future experiments with pulsed inputs, higher contrast ratio devices, and differential inputs
should yield improved system data rates, even in the presence of these non-uniformities.

We would like thank the authors of reference I for making the devices, and Rick Morrison and Sonya Walker for
designing and fabricating the BPGs used in this work.
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TABLE 1. reset signal I power, reset2  signal2  power 2

Total power at laser-pen 21 31 42 22.5 HI=5.5 70
(or POET, output) (mW) LOW=2.56

Power per pixel 20 29 78 18 HI= 17 99
at each pixel (gA W) LOW=8
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Introduction.
Recent advances in device technology have indicated that the role of optics in information

processing systems will be in providing non-local interconnections between devices, with logic
performed by the electronics. Experiments to investigate the viability of different approaches
to implementation must identify methods that are extensible for use with more sophisticated
devices as they become available

This paper describes some of the design issues arising from the construction of demon-
strator systems based on the Cellular Logic Image Processor (CLIP) architecture[ 1]. This is an
application of Single Instruction Multiple Datastream (SIMD) processing. This type of
architecture is suitable for implementing optically due to the parallelism of optics and the single
instruction mode of the device arrays currently available.

Investigation of optical interconnection implementation must be used to highlight the
important issues. The operation of an interconnection module needs to be considered in con-
junction with the other parts of the system. The construction of demonstrator systems that
perform some function or task, is a valuable way of testing different methods of implementation
as well as identifying the critical issues arising from bringing together the various subsystems.

Architecture
Typically an SIMD machine is a computer system consisting of a control unit, N processors,

N memory modules and an interconnection network. All the processors are controlled by one
unit, and the same instruction is executed by all active processors at the same time. A single
instruction stream controls a multiple data stream. The interconnection network provides a
means of communicating data between processing elements. This mode of parallel processing
is suitable for operations such as image processing and matrix calculations.

The CLIP architecture can be used with non-local interconnections between processing
elements in addition to a local interconnection. The general form of the CLIP is shown in
figure 1.

Implementation
The implementations described in this paper utilised optical logic devices based on the

Self Electrooptic Effect. Symmetric SEEDs (S-SEEDs) [2] operate on the ratio of incident
powers, the signal is represented as a differential pair of beams. These devices have been shown
to operate well in system demonstrations [3], providing latch or logic functions.
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The first SEED implementation of the CLIP architecture used two arrays of S-SEEDs,
optically connected in a loop [4]. The signal input to the loop was provided by a nematic liquid
crystal spatial light modulator. A local, nearest neighbour interconnection was performed using
a binary phase grating. This 1-D fan-out provided two signal inputs from nearest neighbours
at the next stage. By performing logic and repeated iterations, it was possible to implement
simple image processing algorithms. A simplified schematic of the loop circuit is shown in
figure 2.

Further development of the architecture to provide non-local interconnections as well as
greater functionality will utilise a module optically implementing a perfect shuffle, and devices
that perform logic electronically. This will be a first step towards using smart pixels, that will
provide all the necessary gain and logic by the use of integrated transistor technology.

Many of the design issues arising from the implementation of the first system are directly
applicable to further developments of the particular architecture chosen, and other types of
systems.

Design Issues
Optical design

The widest field point for the 8x16 (300pmx300pm) S-SEED device array used in the
CLIP implementation was 1. 10 (half field). The array size used was limited by the focussing
objective field acceptance, as well as the field curvature contributed by the relay lenses. Dif-
fraction-limited performance for wide field angles is not easily obtained using 'off the shelf
optical components. Custom-designed optical components that can accommodate larger field
angles are required for use with large device arrays.

In order to accurately image 1 to 1, attention must be paid to the precision of the effective
focal length of the relay lenses. Component fabrication costs increase as the tolerance
requirements on the effective focal length increase. A relay lens design that allows small
adjustments in focal length when used in a system, ensures that 1:1 imaging is possible. Progress
in the development of a suitable relay lens for imaging arrays of beams of greater than 64 x 64
will be reported, in addition to development of a wide, flat-field, f/1 objective. Development
of the potential of bulk imaging optics is one area that is essential to the progress of free-space,
digital optical information processing systems.

Given that a good optical design is achievable and practical, other optical components
need development to perform adequately at such wide fields. In particular, standard beamsplitter
cubes that are commercially available only work well at small field angles. Commercially
available custom designed coatings for polarising beamsplitter cubes have been used, but the
cost makes it viable and attractive to attempt in-house design and coating that could perform
better.

Optomechanical development
Progress in the optomechanical design of the S-SEED CLIP and other similarly mounted

systems [5,6], has shown that custom-designed mounting techniques are essential to provide
the stability and cost-effectiveness required. Clearly, larger array sizes will increase the demands
on positional accuracy, for example, some limitations have been noted in rotational alignment
of large array BPGs. The fabrication and implementation of the optomechanical components
has been constructive in terms of gaining information about the validity of different approaches
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to performing particular tasks. These problems are often not apparent until the component is
actually used in a system. Continual progression of the methods used in implementation is
required, as well as new ideas.
Interconnection implementation

The S-SEED CLIP implemented a nearest neighbour interconnection. Basic research into
the various methods of performing a Fourier plane fan-out has emphasised which methods of
implementation are most practical. It has also drawn attention to some of the disadvantages
inherent in the methods used. Further work ideally emphasises the power of optics in providing
more global interconnections, thus utilising the main advantages. There has been considerable
progress made in reconfigurable devices for interconnection, for example, nematic liquid crystal
devices. Dynamic, programmable components could provide practical and flexible methods
for interconnection implementation.

Designs of interconnection modules must clearly be implemented as part of a whole system.
Independent modules for demonstrating interconnection implementation are valuable as part of
early system development, though demonstration as part of a cascadable system is essential.

Conclusions
Progress in free-space digital optical interconnection implementation requires research

into all the system components to be carried out in conjunction with each other. Quantitative
analysis of the performance of systems and subsystems is essential in order to utilise the
advantages that optics could provide as part of a parallel information processing system that
combines optics with electronics.
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The Application of Self-Similar Patterns to

Opto-electronic Shuffle/Exchange Network Design

Michael W. Haney

BDM International, Inc., 7915 Jones Branch Drive
McLean, VA 22102-3396, (703) 848-5854

Introduction/Background

Multistage Interconnection Networks (MINs), based on free-space optical interconnects,
were proposed to overcome the communications bottlenecks, skew, and crosstalk associated with
long electronic interconnects.1 Versions based on 2-D arrays of processing elements (PEs) were
suggested that more fully utilize the third dimension for higher density and efficient use of
optical space bandwidth product (SBWP).2,.4 Several of these concepts are based on off-axis
imaging techniques which perform shuffle5 based permutations by optically interleaving equal
sized sectors (such as quadrants) of the source array and overlaying the result on an identical
array of detectors. The detected signals are then subjected to local exchange/bypass switching
elements which operate on small groups of the array and route the signals to the next stage's
source array. The various schemes offer trade-offs between the number of stages necessary for
an arbitrary permutation and the complexity of the local switching elements. Examples of
proposed optical networks include the 2-D separable perfect shuffle,2 the folded perfect
shuffle,3 and higher order k-shuffles. 4 Figure I is an example of a I -D perfect shuffle, based
on off-axis imaging and interleaving of two halves of the array. The figure is also a side view
of the 2-D folded perfect shuffle or 2-D separable shuffle, based on the off-axis imaging and
interleaving of the four quadrants of the array. Figure 1 depicts the input and output arrays to
be identical, as required for cascadability. The optical efficiency for those emitters located at
the outer regions of a quadrant can be increased by adding a lens over each quadrant, as shown
in the figure, to capture the cone of light from each pixel's emitter and center it on the
associated shuffling lens.

Regular Grid Packaging Limits

The density of Optoelectronic Input/Output (OE I/O) circuitry on an OE Integrated
Circuit (OEIC) chip is constrained by the heat dissipation requirements of active sources, if
used, and chip real estate requirements for the support and logic circuitry at each pixel.
Furthermore there may be other considerations, such as the use of multiple OE I/O at each
pixel to permit pipelining.6 The off-axis imaging shuffle interconnects, however, dictate that
each pixel must be positioned at a node of a square grid array. Ideally, the circuit designer
would be able to position the circuitry across the entire input plane, with the OE I/O on a
square grid, with a density limited only by thermal and other logic design considerations. In
this case the maximum pixel density would be l/p2,i,, where Pmin is the minimum allowed
spacing between pixels, as determined by circuit constraints.

For very large arrays (i.e., 32x32 or greater), we must assume that the pixel array will be
distributed across many OEICs that will be carefully aligned in the PE plane for optical
interconnection. Even the most dense Multi-chip Module (MCM) chip packaging technology
will require some separation between chips to allow for electrical connections and heat
dissipation. Other practical considerations which limit the density of chips stem from cost
issues driven by the need for ease of design, manufacture, test, and repair. For an average high
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performance application, current MCMs achieve about 40% area efficiency, defined as the ratio
of active chip area to package area. Furthermore, this area efficiency is projected not to
increase very much in the foreseeable future due to the above practical considerations. 7 With
large areas of the plane in which no OE I/O can reside, the result is a lower limit on the
density of PEs supported by the package, determined by the minimum spacing between chips on
the MCM. Figure 2 illustrates this limit for a regular 5x5 QEIC chip array with minimum chip
spacing d. The square grid dot array in Figure 2 represents the closest packing allowed fot the
source or detector arrays. The highest density PE array is upper bounded by l/d 2 . For
example, if the chip spacing is limited to d=.5 cm, and pnin is .1 cm, then the overall packing
efficiency is limited to (.1/.5)2 or only .04 of the desired capability. To achieve higher densities
from the shuffle techniques described in the references will require tighter packaging between
chips (smaller d) or Wafer Scale Integration for the OEIC. The former approach will run into
technical and practical packaging limits; the latter will run into reliability and yield constraints.

Self-Similar Grid Approach

The proposed solution is based on the notion of self-similarity of certain fractal sets.8 A
prescription for the application of fractal sets to smart pixel array layout is as follows. The I-D
N pixel perfect shuffle is considered first, then extended to 2-D N2 arrays, and finally
generalized to higher order shuffles. Beginning with a line segment of length 1, remove a
central portion of percentage p to leave two equal line segments of length 17. From each of
these two segments remove a percentage p=1-2,7, and continue this process, successively
removing the central 1-217 portion from each remaining segment. If the process is continued ad
infinitum, the resulting set of points is a fractal set. These sets are self-similar, that is they are
invariant to scale changes of 1/t?. To use these sets to form pixel grid patterns for shuffle
exchange networks, the formation of the set is terminated at a point where the number of line
segments is equal to the number of pixels to be arrayed in one dimension. A pixel location is
assigned to the middle of each line sub-segment. Such an assignment is illustrated in Figure 3.
Magnification of the array by 1/17 and ignoring one side of it yields an identical array with
every other element missing. If another array is also magnified and properly positioned over
the first, then an identical array to the original is obtained, just as in the regularly spaced array
of Figure 1. This overlaying process is precisely what is required in the shuffle networks. The
placement of each pixel of an N element array, with self-similarity parameter 17, is given by:

xpix = D((1- 7 )/2)(±-±17±t- 2 - ... 1--n), (I)

where D is the width of the square PE array plane, and nilog2N. Note that with 17-.5 the
pattern degenerates to a regular, equally spaced array, with spacing D/N. Figure 4 illustrates
the side view lens placement necessary to achieve the self-similar array interleave pattern. This
technique will have a higher light efficiency, owing to the bunching of OE I/O, and may avoid
the need for the auxiliary lenses at the input plane shown in Figure 1. The pair of off-axis
imaging lenses that perform the interleaving is placed to provide a magnification of 1/7. From
geometrical considerations, their centers are located at positions off of the central axis given by.

x =en _ ±D(( l-q)(l-yn)/2(l+q)). (2)

Note that this scheme naturally places paired pixels in close proximity to each other. This may
be advantageous because each pair of signals will be input to the same local exchange/bypass
switch. To obtain a 2-D array of N2 smart pixels with this approach, we simply do the same
thing in the orthogonal direction. Figure 5 shows the chip array of Figure 2 with a self-similar
grid pattern, generated with the technique described above with 17=1/3, overlaid. In this case
the pixel patterns are identical at each chip site except for the 9 chips along the axes, which
could be used for all-electronic ICs. The details of the design will be determined by the overall
circuit's performance requirements, as well as the need for compatibility with MCM design
techniques.
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To estimate the improvement in pixel density provided by this approach, we first make
the following assumptions. For the perfect shuffle of N2 PEs (where N is assumed to be a
power of 2) we assume there are M2 identical OEIC chips and P2 PEs on each chip (M and P
are also assumed to be a power of 2). If we assume that q/ and the square OEIC chip
dimensions are calculated such that the closest pixels on an OEIC chip of the array are separated
by Pmin, and the closest OEIC chips are separated by d (typically with d>>pmin), then an
estimate of the area packing efficiency is derived to be:

A - (N(in' 1)/2png.) 2. (3)

As a numerical example, consider an N2 _ 1024 pixel array, distributed across a 4x4 0EIC chip
array (M=4), with 8x8 pixels on each chip (P=8). For d=.5 cm and Pmin=.lcm, the self similar
parameter and chip size are derived to be approximately 17-.413 and dipf=l.17cm, respectively.
The area efficiency, from Equation (3), is calculated to be A=21.6 pixeis/cm 2 . When compared
with the pixel density achievable with a regular square array, I/d2-4 pixels/cm2 , we see an
improvement of more than a factor of 5 in OEIC plane area to achieve the same array size. For
a given speed of imaging optics, the optical volume required for this example is more than a
factor of 10 smaller than the equivalent square grid array-a sizable savings.

The generalization of this approach to higher order shuffles is straight forward. In I-D,
whereas the perfect shuffle follows from dividing and interleaving 2 sectors of the array, a k-
shuffle follows from interleaving k equal sized sectors of the array. The 2-D optical
implementation of a 2-D separable k-shuffle therefore requires kxk appropriately positioned
off-axis imaging lenses. Following the above procedure for the perfect shuffle (or 2-shuffle),
we first consider a I-D array. Figure 6 depicts the array layout procedure for a 4-shuffle-
based MIN. The unit line segment is first divided into k equally sized and equally spaced
segments, each of which is further similarly divided, and so on. For a k-shuffle, the self
similarity parameter, q, must be less than or equal to l/k. As before we extend the approach to
2-D arrays by using the same pixel placement scheme for the orthogonal dimension. The
bunching of OE I/O in the k-shuffle provides improved optical efficiency in the same manner
as in the perfect shuffle described previously.

Conclusions

With the rapid advances being made in OE technology, there is increased attention to the
issues of packaging, producibility, and design standards. It has been generally assumed that
smart pixel arrays should be standardized by distributing the pixels on regular square grid
arrays. This paper refutes that notion for the case of optical MIN arrays. The self-similar grid
methodology for optoelectronic freespace MIN design overcomes the geometrical limitations to
pixel density imposed by high performance MCM IC packaging on square grid arrays. This is
achieved by using self-similar grids for the OEIC and pixel patterns that are better matched to
the physical and practical constraints stemming from OEIC yield and MCM packaging
considerations. Furthermore, the approach offers a better match to the required off-axis
imaging optics, thus providing higher optical efficiency across the pixel array. The resulting
design should be significantly lower in volume and therefore cost.
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I. Introduction
Optical interconnections have promising features for interconnection networks in massively parallel

computers. One of the reasons is that light beams can cross each other with no mutual interference. Particularly
promising are free-space optical interconnections, which have no physical pathways and which utilize 3-D
connections among processors and switching nodes. We have previously proposed vertical-to-surface transmission

electro-photonic devices (VSTEPs) whose functions include light-emission, photo-detection, threshold-switching,
and memory[l][2]. Using them, we were successful in producing switching nodes[3] with which it should be
possible to achieve not only rigid networks but also reconfigurable interconnection networks in massively parallel
computers. Such interconnections require the integration of active devices, such as VSTEPs and vertical cavity
surface-emitting laser-diodes, etc., and passive devices, such as microlens arrays. We have proposed various free-
space optical interconnection modules which involve VSTEP and microlens arrays[4]. We have used two kinds of
microlenses in the modules. One is a planar microlens (PML)[5], and the other is a diffractive optical element
fabricated on a VSTEP substrate surface (D-VSTEP)[6]. The modules are expected to provide small-size, high-
performance switching nodes and permutation interconnections[7].

This paper describes novel electro-optical (EMO) matrix switches, based on VSTEPs, for use in non-blocking
interconnection networks. We first designed full WK) switches, determining on the basis of their optics the maximum
number of input channels that we could employ in them, and then, for experimental purposes, designed partial
versions of those switches, employing individually addressable VSTEPs with PML arrays. In our experiments, we
were able to confirm that the partial versions worked successfully in their elemental functions of addressing and data
transmission.

II. Interconnection structures
Figure 1 shows a proposed optical interconnection network scheme, which includes matrix switches and

permutation interconnections, and which is based on a 3-stage Clos interconnection network that provides the
potential for non-blocking[8].

The matrix switches are of three types: EWO, opto-optical (0/0), opto-electrical (O/E). tI/ -witches with
n-input and m-output (n x m) are used in the first stage. There, electrical data signals received from processors are
switched and converted into optical signals, which are then sent through designated permutation interconnections and
which are incident to r x r 0/0 switches in middle stages. m x n O/E switches are used in the last stage to switch and
convert received optical signals back into electrical signals and send them out to processors. Each EK) switch is
mounted on a board with n processors. All permutation interconnections and 0/0 switches are integrated into a
single module. The E/O switches both switch electrical signals and then convert them into optical signals. They
have advantages in switching speed and power consumptions, over a set of a switching device and a converting
device.

Total channel number N of this proposed network is defined by the product of the channel number n and r in
EK) and 0/0 switches, as illustrated in Fig.2. 1000 channels networks can be achieved by 32 x m BA) and 32 x 32
0/0 switches or 64 x m EK) and 16 x 16 0/0 switches. 0/0 switches are now being developed[4]. In 0/0 switches
input light beams are divided into number of their input-channel. For 32 x 32 switch, the least light power incident to
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each switching element is -30 dB of the input beam. Then, it is difficult to achieve large channel number switch. We
should use EMO switch for enlargement of network channel-number.

III. Optical module design for E/O matrix switch
Figure 3 shows a schematic diagram of the EMO matrix switching system. A node processor sends a data

signal to one line devices in a VSTEP array. A controller sends a bit-parallel address signal to the array and that
signal selectively turn on the VSTEP devices. Light beams outgoing from the turned on VSTEP devices are
propagated and incident to a fiber array by using PMLs and two cylindrical PMLs (C-PMLs). Each fiber receives an
optical signal which is sent by each device in one column of a VSTEP array. Therefore, this switch has an electrical-
to-optical crossbar connect functions. We may achieve reconfigurable interconnections between node processors
and output channels by changing the address signal applied to the EMO switch.

Figure 4 shows an optical module integrated with a VSTEP, a PML and C-PML arrays. In top view, light
beam are propagated by the PML and C-PML2. In side view, output light beams from one column devices in the
VSTEP array are propagated by the PML array, combined and focused into one of output fibers by two C-PMLs.
We evaluated input channel-number n of M/O switches on the basis of their optics. For the purpose, we calculated
distance S between PML and C-PML2 by analyzing gaussian beam propagation with ray transfer matrices[4]. The
channel-number n was decided by

D 2NA(S(p)+fl)

-p p
(p: device pitch, D: C-PML1 width, NA: C-PML1 lens NA, fl: C-PML2 focal length). Figure 5 shows a dependence
of their channel-number n on device pitches. The channel number n increases as the device pitch p increase. When
we assume that lens NA is equivalent to 0.2, we can decide the device pitch 125 pmn and 250 prm for 16 x m and 32 x
m EMO switches, respectively. When we use the same size of O0/ switches, we may achieve 256 or 1024 channel
Clos network. Larger lens NA C-PMLI make it possible to achieve larger channel EMO switches and networks.

IV. Experiments
Figure 6 shows a lx2 E/O switching experimental setup. For the first step of evaluating the proposed EMO

switches, we examined an individually addressable VSTEP array on which a PML array was mounted for
examination of free-space beam propagation length and optical data transmission with parallel processors. This
structure has a scalability so that it may be easily extended to the structure illustrated in Fig.3. Two VSTEPs in a 4x8
array (Wave length: 950nm, Device pitch: 250 pm. Device size: 10 pum) were used as the optical sources and
switching devices. A PML array (NA: 0.22, Focal length: 560pm, Device pitch: 250 prm, Substrate thickness: 1mm)
is mounted on the VSTEP array. Two PIN photo-diodes were used for receiving light beams from the VSTEPs.
Data signals were amplified up to TL level by operational amplifiers. The spacing between the PML array and the
photo-diodes was 15 mm. The distance is equivalent to 25 input-channels in E/O switch.

Figure 7 shows an applied wave form to the VSTEP and optical data signal which was detected and
amplified up to TTL level. In this experiment, switching operation was carried out as follows. Input data signal from
node processor and addressing signals from host computer were supplied to VSTEP drivers. Voltage for addressing
signal was greater than VSTEP's switching voltage Vs. The drivers added the data and the addressing signal voltages
and applied the added voltage to the VSTEP. When the voltage exceeded the VSTEPs threshold voltage which was
set with load resistances, the VSTEP emitted optical signals. This data signal was generated by a node processor,
Transputers (INMOS T800) whose data transmission speed was 20 Mbps, while VSTEPs and their drivers were
operated beyond 100Mbps. Data transmission speed was limited by the node processor. We certified switching
operations of individually addressable VSTEPS as fundamental functions of EMO switches.

V. Summary
We proposed a non-blocking optical interconnection which includes EMO, 00, O/E switches and

permutations based on a 3-stage Clos interconnection network. We first designed full E/O switches for use in the
network, employing VSTEP, PML and C-PML arrays, determining on the basis of their optics the maximum number
of input channels that we could employ in them. For experimental purposes, we designed partial versions of those
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switches, employing individually addressable VSITEPs with PML arrays. In our experiments, we were able to
confirm that the partial versions worked successfully in their elemental functions of addressing and data tranmsso.
We certified the elemental functions of the proposed Wd switches for use in the non-blocking optical
interconnection network.

Acknowledgements
The authors gratefully thank M. Qikawa of Nippon Sheet Glass Co., LtAd. for his supplying the planar

microlenses used in these experiments. They also thank T. Nagahori for his valuable comments, and are grateful to
K. Kobayashi, K. Hotta and K. Asakawa for their suggestions and encouragemenL

References
[I1]K. Kasahara, et al., Appl. Phys. Lett. 52, 679-681(1988).
[2]T. Numai, et al., Appl. Phys. Lett. 58, 1250-1252(1991).
[3]1. Ogura, et al., Appl. Phys. Lett. 57, 540-542(1990).
[41S. Kawai, et al., to be published in Proc. SPIE.
[51M. Qikawa, et al., Proc. SPIE 898,3-11(1988).
[6]S. Kawai, et al., Topical Meeting on Smart Pixels, Digest, (1992).
[71S. Kawai, IEEE J. Lightwave Tech. 9, 1774-1779(1991).
[81C. Cbos, Bell Sys. Tech. 1.32,406-424(1953).

22

nb nubrnofOOS

2 6

53,000 -

E
2 , 0 .... ............. ......

0 20 40 60 80 100
Channel number n of E/O SW

Fig.2 Total channel number of the proposed networks.



240 /OThB3-4

Opfical OUTPUT ' 0 PML and C-P'ML NA: 0.2
Fber VSTEP Wave length : 0.95 P m

A -A-AL 40 -VSTEP size :10P m
SVSTEP thickness: 200 pmr

4)
INOD 4 -L P E .............

INO0 I I

V0 50 100 150 200 250 300
Prcesors Dinvem TE Device pitch p [pu m]

Be~h~al NPUTF10 Dependence of F/C) switching module channel
Flg.3 Schematic diagram of Wj matrix switching number on device pitch, when lens NA is equivalent
system. to 0.2.

(a0To view2

(a)TVaddress PD--

F~.7Sina wve orm

VSY~~p Ph& C-PH-(a Input2 sFgnal torutl Drier EP
(b)Fr(b) Outputcsignalvfrwm(receiveriamp.



OThB4-1 / 241

Packaging considerations for planar optical systems
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Various integration techniques have been suggested in order to build compact
opto-electronic systems [1-3]. For an actual implementation, several topics have
to be addressed:

(a) the design of the optical system,
(b) its manufacturability with standard fabrication techniques,
(c) hybrid integration of the passive optics with opto-electronic device arrays,
(d) the thermal management of the system.

To discuss these issues, we consider the model of an optical multi-chip module
(MCM), that is based on the planar optics approach [2] (Figure 1).

II

silicon spacer

optical element optical signal substrate

Fig. 1: Device arrays are placed on an optical substrate in a planar configuration.
Light signals travel through the substrate to provide parallel interconnections
between the devices.

Physically, the MCM consists of three functional layers: an opto-electronic layer,
a silicon spacer, and the optical backplane (Figure 2). Optical signals are
generated and detected by opto-electronic chips. These active chips are mounted
on a silicon spacer wafer with windows to allow for light propagation between
the active layer and the backplane. The silicon wafer can also help to dissipate
heat and may host auxiliary electronics such as drivers. The Si-wafer is in contact
with a planar optical substrate, in which the interconnects are implemented
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using diffractive and refractive microoptical elements, and metallic (or TIR-)
mirrors.

metal- / TIR mirror heat removal

planar dptical
substrate

Fresnel lens lenslet arrays

Fig. 2: Opto-electronic MCM implementation using three functional layers: opto-
electronic device layer, Si spacer, and planar optical substrate.

We are going to discuss the topics mentioned above:

(a) Three generic imaging systems were discussed and compared in a recent
article [4]. They are the conventional optical 4f-imaging system, a system based
on the use of microlens arrays and a hybrid system that combines the
conventional and the microlens approach. The two former systems were already
demonstrated in a planar optical implementation [5-6]. Here, we focus on the
third approach which is attractive because it allows one to realize a large number
of interconnections in a planar optics configuration (cf Figure 2).

(b) The manufacturing of microoptic elements with standard VLSI techniques
has been reported by many authors in the past few years. More advanced
techniques such as direct electron beam lithography for the fabrication [7] and
the sol-gel process for the replication [8] of microoptic elements were also
demonstrated successfully.

(c) The hybrid integration of opto-electronic chips onto planar optical substrates
has been demonstrated recently [9] using flip-chip solder bump bonding [10].
This technique is well developed and has been investigated for opto-electronic
applications earlier [11-12]. Thermal anodic bonding [13] can be used to bond the
Si-wafer on the planar glass substrate.
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(d) For opto-electronic device arrays that support massive parallel
interconnections heat dissipation becomes a major issue. Promising devices are
arrays of vertical-cavity surface emitting microlasers [141, and self-electro-optic
effect devices (SEED), where arrays with up to 32,000 elements have been
demonstrated [15]. Assuming an array of 32 x 32 devices on a mm 2 running at
high speed, the dissipated heat will be on the order of kW/cm 2. Conventional
cooling techniques such as forced air cooling are able to remove heat amounts of
up to 1 W/cm 2 and are therefore insufficient. On the other hand, heat in excess of
1 kW/cm 2 has been removed from 1 cm 2 chips with more sophisticated liquid
cooling techniques, based on micromachined cooling channels [161. We present
an estimation of the cooling potential of the Si-wafer, using conduction in the Si
itself, or in metal pads, or synthetic diamond layers [17] deposited thereon.
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INTRODUCTION

Free-space optical switches are promising candidates for high-density large-scale

switches required in optical computing and in telecommunication switching. This is

because they use spatial parallelism, an inherent feature of optical technology, which offers

high-density interconnections. Various types of free-space optical switches have been studied

using liquid-crystal devices, semiconductor devices and so on [1]-[7]. They can be classified

as either analog or digital switches. Analog switches maintain the waveform of the signal

during switching. Therefore, they are transparent to signal format, bit rate, and modulation

type, so they can handle high-speed optical signals over a wide range of wavelengths. Their

disadvantage, however, is that they accumulate loss and crosstalk when they are used in a

multistage structure. Digital switches, on the other hand, can regenerate the shape of the

signal waveform (level and/or timing), so there is no accumulation of loss or crosstalk even

in multistage structures. However, the signal speed is limited by the response time of the

switching devices. In addition, when the device has multiple-quantum-well structures or

cavities, the wavelength range is also limited. Each type of free-space switch therefore has its

own range of applications based on these limitations.

Here, we discuss applications of analog and digital free-space optical switches in

telecommunication systems and present our recent experimental switches based on liquid-

crystal and semiconductor array devices.

APPLICATIONS OF ANALOG SWITCHES

Figure 1 shows two examples of analog-switch applications: a subscriber-line

concentrator and an inter-module connector. The concentrator, which connects only live

input lines to vacant output lines, is used for economically increasing the number of

available input lines in a switching system. The inter-module connector exchanges the

optical interconnections between functional modules in the switching system. This

exchange of interconnections is necessary for changing the system configuration when one

of the modules becomes out of order.
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For these applications, analog switches are better than digital switches, because their

transparency to signal format, bit rate, modulation, and wavelength makes the switching

system more flexible. In addition, these applications do not need high-speed switching

because the concentrator changes its connections only at the origination and termination of

calls and the inter-module connector changes its connections only when a module is out of

order. These applications only require modest switching speeds, such as a few hundred

milliseconds, so relatively slow elements like liquid-crystal switches can be used.

APPLICATIONS OF DIGITAL SWITCHES

Figure 2 shows an example of a digital-switch application. Digital switches are

suitable for the multistage space-division switches of time-division circuit-switching or

packet-switching systems, because they are fast enough for the time-slot or cell switching.

We can use GaAs-based array devices as these switches if we convert the wavelength of the

optical fiber transmission lines into the wavelength of the switches by using wavelength

converters. In addition, if we can make large-scale optical memory arrays, we can also use

them for time switches or cell buffers.

EXPERIMENTAL SWITCHES

(1) Call-monitoring concentrator

We have demonstrated an optical concentrator, a multistage analog switch,

consisting of liquid-crystal-based beam shifter modules and a light-transmitting two-

dimensional photodetector array module for call monitoring (Fig. 3) [6]-[9]. The

experimental concentrator had 1024 inputs and 256 outputs, and its dimensions were 15 cm x

19 cm x 27 cm. The total insertion loss of the 8-stage switch part was less than 10 dB.

(2) Holographic switch

A holographic switch is a single-stage analog switch, which can be non-blocking. 1-

input-64-output switching and 2-input-32-output switching was experimentally demonstrated

using a liquid-crystal display as the hologram recording medium (Fig. 4) [5]. The

holographic switch is applicable to non-blocking large-scale switches such as an inter-

module connector.

(3) Digital switch

We have fabricated a digital switch (Fig. 5) using a two-dimensional array of

exciton absorption reflection switches (EARSs) [10]. The experimental switch demonstrated

2-input-2-output switching using video signals (1.5 Mb/s, CMI code, moving picture). The

dimensions of the switch were about 5 mm x 5 mm x 25 mm for a single stage. This type of



248 / OThC1-3

switch may be applicable to space-division switches in time-division circuit-switching or

packet-switching systems.

CONCLUSION

This paper presented our recent analog and digital free-space optical switches and

discussed their applications. These types of free-space switches still need further studies

before they can be applied to practical systems. For example, the assembly technique must be

established as well as the device and system architectures.
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Introduction
Diffractive optical elements play an important role in digital free-space photonic systems. As phase gratings they
provide the functionality of holograms that can not be readily achieved using conventional optics. Two areas that are
well served by diffractive elements are the generation of large beam arrays to illuminate an array of opto-electronic
devices and beam generation to form the linking stage in the interconnection network1. The unique use of the phase
grating at the interconnection stage provides an exceptionally compact and straight-forward means of implementing
the optical link.

Historically, binary phase grating designs (or Dammann gratings2) have progressed from one-dimensional designs
generating a small, odd-number of uniform intensity spots to large, two-dimensional even-numbered arrays3 with
arbitrary spot intensities. Three criteria determine the quality of the grating. First, the spot pattern must match the
layout of the photonic device array. Second, the relative intensities of the fabricated gratings must meet design
tolerances. Finally, fight should be efficiently coupled into the designated orders.

The issues influencing diffractive grating designs for free-space photonic systems include:

Design The spot array format should match the photonic device array format. The relative spot
intensities must either be uniform or meet other specifications. High efficiency is desirable.

Fabrication Limitations of the fabrication process (microlithography and reactive ion etching) influence
actual performance.

Operation Wavelength control and stability of the light source is critical for large array designs to ensure
correct registration of the spots with the device array. Characterization systems are necessary to
measure how well operation conforms to design expectations.

In the future, some free-space digital optical systems will utilize smart pixel devices4 that thereby place further
demands on the supporting optical infrastructure. These smart pixel system will resemble previous photonic
systems5'6, in that information will be transferred via light beams. However, a much larger fraction of the device
substrate will be devoted to electronic processing. The additional functionality leads to larger separations between sets
of optical communication ports associated with each electronic cell. A larger spot separation results in a smaller grating
period and results in tighter tolerances on the fabrication process.

Design

The success of even-numbered array designs was determined in part by the use of even-numbered device arrays and

on the desire to eliminate the large intensity non-uniformity introduced by the central order beam. Gratings have been

demonstrated that generate ten of thousands of beams. The design of grating patterns have shifted from the standard
rectangular cells of the moderately efficient binary phase grating, to arbitrarily shaped binary phase cells composed of

non-separable two-dimensional solutions 7 , to multilevel and continuous phases approaches.

The format of the spot array has expanded beyond the early requirements of a simple regular army of uniform intensity
spots. For example, when gratings are used as to form the interconnection stage for a Banyan networkl, the suppression
of various noise orders outside of the uniform intensity region becomes a critical concern9. These extraneous orders
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must be suppressed since they could fall on alternate receivers and thereby corrupt the data routed to that location. For
example, figure 1 shows the region of uniform intensity spots, the region of suppressed orders, and an external,
unspecified intensity region for one grating design. The addition of suppressed orders to the design process is
accomplished by adding criteria describing their reduced intensity to the cost parameter in the optimization program
used to determine the grating pattern.

Typical smart pixel systems will most likely continue to use dual differentially encoded pairs of light beams to transmit

information. It will be advantageous for high speed operation to keep the two modulators closely spaced. This

configuration leads to a spot array with two characteristic spot separations, the intercellular periodicity of hundred's
of microns and the modulator pair separation of tens of microns. An example is shown in figure 2. A solution to this

problem is the extension of suppressed order designs to internal orders within the spot array. In the figure, lighter dots
represent suppressed intensity orders lying between the usual uniform intensity spots. In this manner, an irregularly

spaced set of spots is designed from a set of regularly spaced orders.

Fabrication Issues
During fabrication, the phase design must be accurately replicated onto either a transparent or reflective substrate using
microlithographic techniques. This means that the relative location of phase transitions must be accurately transferred
and that the precise depth of material be removed during reactive ion etching. The phase transition can typically be
held to about a 0.1 pm accuracy during fabrication of a binary phase design.

An implication of smart pixel system design is that spot separation is usually about an order of magnitude larger than
in previous systems. This larger spacing results in significantly smaller grating periods when comparable optics are
employed. For the smart pixel device array cited earlier, the period would be closer to 130pm compared to 1300pm
typical of previous demonstration systems. This period shrinkage increases the complexity of faithfully reproducing
the design on the substrate via lithography due to the limited resolution available in the mask production step. This
quantization of the spatial features and the pattern period leads to intensity variations.

Period quantization problems become evident in the design of the holographic interconnection gratings linking arrays
requiring large separations between interconnicted devices. Based on an 850nm wavelength illumination, a 15.61mm
focal length objectives, and a 4801Am order spacing for a 3 spot grating, a period value of 27.64pm is required. Typical
quantization of electron beam mask writing is only 0.1lpm, however. For this simple design, the quantization of the
period is substantially more severe than the quantization of the pattern features. Fortunately, this problem can be
addressed and the solution will be described in forthcoming paper.

The need for higher efficiency coupled with the decreased size of the grating period size can lead to poorer
pcrformance due to fabrication limitations. Figure 3 shows the dependence of the spot intensity uniformity on
alignment accuracy between the two masks required to fabricate a simple 4 level grating that generates a line of four
spots. The 120.4jtm period design produces a spot separation of 210pm when used with a 15.61mm objective lens.
The graph shows that a placement accuracy of 0.25pm still causes a intensity spread of 5%.

Therefore, more complicated multi-level designs will be expected to have significantly worse intensity uniformities
compared to comparable binary phase designs. One alternative approach is to use nonseparable binary phase designs
based on polygons having efficiencies intermediate between those of the standard rectangular binary phase designs
and multilevel designs. Another approach is to eliminate the multi-step lithography process by directly writing a
continuous phase profile into photoresist

Operational Characteristics
Wavelength sensitivity is a critical issue for diffractive systems that operate with semiconductor laser diodes. For
example, the illumination of a large 64x32 S-SEED device array or a moderate size array of 4x4 smart pixels each
having a spot alignment tolerance of about 1tpm requires a wavelength control of about I-2nm at 850nm. Such an
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accuracy is difficult to maintain due to modal instabilities of high power laser diodes resulting from reflection from
components and modulation. The required accuracy will become tighter as the size of the device array increases. One
solution to this problem is to incorporate a feedback mechanism, via a grating or a Fabry-Perot cavity within the laser
system to stabilize and control the wavelength. Another possibility is to use a diode pumped solid state laser, although
currently no adequate source exists near 850nm.

The characterization of beam array generating gratings is necessary to determine if system tolerances are fulfilled and

to aid in improving the fabrication process. We have developed a CCD based system that can measure the operation
of large spot arrays with an accuracy of a few percent for the intensity. This system also proves valuable in tracking
the accumulation of intensity non-uniformity due to optical aberrations that accumulates as spot arrays are transported

through a photonic system. Figure 4 shows the measured intensity distribution of a 64x32 grating.

Summary
We have described several issues concerning spot array generation gratings for current photonic systems and future

smart pixel based systems. The application of suppressed orders in the grating design allow configurations that appear
irregularly spaced or require suppressed intensities to eliminate causes of signal interference. Unfortunately, the large

size of the smart pixel cell leads to small grating periods that results in quantization problems and greater sensitivity
to alignment error for multilevel designs.
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1. Introduction
An opto-electronic multiprocessor system consisting of a large number of electronic processing

elements with optical inputs and outputs is promising for future parallel processing because this
architecture removes the limitations of the VLSI technology by providing the interconnects in three
dimensions.[1] For this purpose, a free-space optical interconnect system based on photorefractive
correlation has been proposed called the correlation matrix-tensor multiplier(CMTM) algorithm.[2]
To realize a practical system, ease of alignment, reliability of the optical system, and ruggedness
are required. One method to satisfy these requirements is a planar integration of the optical
components on a glass substrate.[3] This paper describes the demonstration of a packaged free-
space optical interconnection system based on the CMTM algorithm as one step towards a future
realization of practical and rugged system.
2. CMTM System

In the CMTM algorithm, the two dimensional input array is correlated with an interconnection
control pattern to generate the output array. The control pattern is designed to generate the desired
interconnection. A random phase code is used for both the input and the control pattern to suppress
the correlated output at the undesired positions. The correlation is obtained by the photorefractive
four-wave mixing. Figure 1 shows the schematic of the CMTM optics. The interference pattern
between the plane wave and the Fourier transform of the control pattern is recorded in a LiNbO3
crystal. When the Fourier transformed input illuminates the crystal, the diffracted output is the
correlation between the input and the control pattern. The optical components for the CMTM are
therefore a control pattern, a phase code, a Fourier transform lens, and a LiNbO3 crystal. The
control pattern is only necessary for recording. In the interconnection mode, only one beam , the
input beam, is necessary. Reconfiguration between pre-stored interconnections is possible by
using the wavelength multiplexed storage.

Because the CMTM is suitable for a free space interconnection between two chips, this system is
packaged on a glass substrate in a practical realization. We have constructed an experimental
packaged CMTM system as shown in Fig.2. A phase code, two reflective CGH Fourier transform
lenses, a LiNbO3 crystal, and a CCD camera are attached to one surface of a glass substrate. The
input beam is Fourier transformed into the LiNbO3 crystal, and the diffracted output from the
crystal is Fourier transformed to generate the correlation between the input and the control pattern,
which is the interconnected output pattern.
3. Optical Components for Experimental System
A. Phase code and control pattern

The phase code and the control pattern are transmission plates fabricated by the electron-beam
lithography and reactive ion beam etching. The input array is 5x5, therefore, the control pattern

*On leave from Matsushita Research Institute, Tokyo Inc., 3-10-1 Higashimita, Tama-ku,
Kawasaki 214, Japan, Phone:+81-44-911-6351
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Fig. 1. Schematic of the CMTM optics. Fig.2. Schematic of the expermental
packaged CMTM system.

has 25x25 pixels. The size of one pixel is 250 pmx250 pm Each pixel consists of 5x5 sub pixels
of the phase code.
B. LiNbO3 crystal

The crystal used in the experimental system is 0.05 % Fe doped LiNbO3 z-cut crystal, and
20x20x2 mm in size. In the CMTM system, reflection holograms are recorded in the LiNbO3
crystal. The diffraction efficiency of the crystal for the reflection hologram is measured. The result
is shown in Fig.3. The light source is Argon laser operated at 514.5 nm. The maximum efficiency
obtained was 23 %.

The solid line in Fig.3 shows the theoretical fitting calculated from Kogelnik's coupled wave
theory.[4] The diffraction efficiency 71 is given as a function of the recording time t by

1n=[4 / V+.l+ (41 /ý v cot/V2 + ,421)

v=xdAn,(l-e-")/AcosO , (2)
,=ad/cosO , (3)

where d is the thickness of the crystal, Ans the saturation value of the refractive index modulation,
% the recording time constant, 0 the incident angle of the beam, a the absorption coefficience.
According to this theoretical fitting, Ans is derived to be 1.lx 0-4.
C. CGH Fourier transform lenses

The CGH Fourier transform lenses were designed from Code V. In general, Code V enables the
design of a phase function

O = 2- YCi..xiyj -(4)

We utilized the orthogonal cylindrical diffractive lens design with only C20 and C02 terms (x2 and
y2 coefficients)[5], so the phase function was given by
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Xt(x2 +y2)

(5)

where fx andfY are the focal length in x and y directions. To minimize the spot diameter at the
focal point for off-axis rays,fx andfy are determined by an optical design program.

Figure 4 shows the design parameters of the
CGH. For simplicity, the optical path is shown to
be straight instead of 90 0 rotation by the crystal.
The thickness of the glass substrate is 44 mm, and
the CGCHs are designed on the top surface of a 1.5
mm thick glass plate. The spacing between each
component is 22 mm. The aperture of CGHs is
12x 12 mm. The phase levels of the CGHs are
binary, and the measured diffraction efficiency for
the 1st order was 32 %.
4. Experimental Results and Discussions

The experimental packaged system is constructed
of which photograph is shown in Fig.5. The
dimension of the glass substrate is 80x80x44 mm.
To estimate the uniformity of the output signals for
all the output points, all to all interconnection
between 5x5 arrays are examined. There is noise at
the center of the outputs. This is the 0th order
diffraction by the CGH. Because the CGH has only
two phase levels, the 0th order diffraction is not
small. This will be eliminated by using multi-phase- Fig.5. Photograph of the experimental
leveis CGHs. packaged CMTM system.

Another way of improvement is to use an off-axis
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configuration instead of the on-axis configuration to separate the 0th order diffraction from the 1st
order spatially. The result of all to all interconnection between 5x 5 arrays by the off-axis
configuration is shown in Fig.6. The noise at the center is eliminated, but the intensity of all the
points are not uniform. Because the CGH is designed for the on-axis configuration, aberrations are
large when it is used in the off-axis configuration. The utilization of off-axis CGH lenses designed
to have smaller aberrations is the way for further improvements. An example of one horizontal line
scan output of the CCD camera is shown in Fig.7. The scanning position is the center row of the
five rows of output points. Except the noise on the left(Oth order diffraction beam), the maximum
value of SNR is 10. The SNR of 20 is obtained for each output point if the alignment is optimized
for that point. The SNR obtained by experiments using conventional optics is 100. The difference
between these SNR values are mainly due to the other order diffraction beams by the CGH.
5. Conclusions

We have demonstrated the packaged free-space optical interconnection system on a glass
substrate based on the CMTM algorithm. The experiments with this system show the possibility of
the packaging of optoelectronic systems in this scheme. For the realization of a practical
optoelectronic multiprocessor system, further work in this approach is essential.

References

[1] F.Kiamilev, S.C.Esener, R.Paturi, Y.Fainman, P.Mercier, C.C.Guest, and S.H.Lee,
Opt.Eng. 28, 396 (1989).
[2] J.E.Ford, Y.Fainman, and S. H. Lee, Optics Letters 15, 1088 (1990).
[3] J.Jahn and A.Huang, Appl.Opt. 28, 1602 (1989).
[4] Herwig Kogelnik, Bell.Syst.Tech.J. 48, 2909 (1969).
[5] K.Urquhart and S. H. Lee, Submitted to Appl.Opt. (1992).



258 / OThC4-1

Polarization-Selective Computer-Generated Holograms
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1. Introduction

Computer-generated holograms (CGH) fabricated as phase-only optical elements have
proven to be useful in implementing free space optical interconnections for parallel computing
and communications. Such elements are normally capable of implementing a single fixed optical
interconnect. The performance of such systems could be enhanced with switching optical
interconnects that do not require signal detection and regeneration. A polarization-selective CGH
with independent impulse responses for the two orthogonal linear polarizations would introduce
an additional degree of freedom useful in designing such systems. An array of such polarization-
selective CGH could be combined with electro-optic polarization rotators to build an electrically-
controlled optical switch array for implementing a passive multistage interconnection network
(MIN) supporting fast data transmission bandwidths.

Optically recorded polarization-selective holographic optical elements have been obtained
using various media. However, CGH offer possible advantages over optically recorded elements
in efficiency, repeatability, and generality. Our goal is a polarization selective CGH. Our
physical approach is related to that of Ohba et al, 1 where proton exchange in lithium niobate was
used to create a birefringent grating compensated by a surface dielectric layer. This approach
produces a single hologram, invisible to the orthogonal polarization. In contrast, our approach 2

yields CGH with arbitrary functionality for each of the two orthogonal linear polarizations.

2. Design and fabrication of the birefringent CGH

A conventional phase CGH can be fabricated by etching an isotropic substrate with a surface
relief pattern which will impose the desired phase delay on an incident optical wavefront. To
build an optical element with arbitrary function for each of the two orthogonal polarizations, we
need to apply an independent phase delay for each polarization at each pixel. This additional
information must be physically encoded into the substrate. We use two birefringent substrates,
with their etched surfaces in contact, to hold this information (see Figure 1).

These two substrates can apply an arbitrary phase for the two orthogonal linear polarizations
of a transmitted light ray. Consider the case of one birefringent and one isotropic substrate,
where the polarization of the incident light is either aligned with or perpendicular to the
birefringent substrate's optical axis. A ray transmitted through the birefringent substrate will
have a different phase delay for each polarization because the index of refraction is different. The
phase angle between the two polarizations and the absolute phase delay of the rays depends on
the thickness, and hence the etch depth, of the birefringent substrate. This etch depth is chosen to
obtain the desired final phase angle between the two polarizations. The ray then passes through
the isotropic substrate, where light of either polarization is delayed by the same phase angle,
again depending on the etch depth. This etch depth is chosen to bring one polarization to the
desired phase angle. Since the relative delay between polarizations is unaffected by the isotropic
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substrate, the phase angle of the orthogonal polarization is simultaneously brought to the final
desired value.

The etch depths are calculated for the more general case of two birefringent substrates as
follows. At each pixel, the optical path difference relative to the unetched region is given by 0o
=dI(ng-no) + d2(ng-no') for ordinary polarization and Oe = dl(ng-ne) + d2(ng-ne') for
extraordinary polarization, where the etch depths are dI and d2 for the first and second substrates,
the indexes of the first substrate are no and ne, the indexes of the second substrate are no' and he',
and the gap material is assumed to be isotropic with index ng (see Figure 1). Solving these two
linear equations in two unknowns yields the required etch depths for any combination of phases:

dL = (ný-ng)0o - (ni-n%)ge d2 = (no-ng)0o - (ne-ng)e 1

(n.-n%)(n,-n.) - (r4 -ng)(n%-ng) (nc-ng)(no-ng) - (n.-ng)(n,-ns)

The positive and negative values produced by these equations can be normalized to raise the
highest feature to zero depth. We designed a binary phase hologram fabricated in lithium niobate
(no = 2.33 and ne = 2.24 at X = 514.5 nm), using identical perpendicularly-oriented birefringent
substrates. Such an arrangement reduces the etch depths (in this case, from 12 Jim to 3 Im) and
allows the two substrates to be etched simultaneously. There are four distinct etch values for the
hologram (0, 1.37, 1.47, and 2.84) but they can be achieved with only two etches, because the
fourth value is the sum of the second and the third. In general, with symmetric substrates the
number of etches required to fabricate an N-level polarization-selective hologram is 21og 2N,
exactly twice the minimum number of etches with a simple N-level hologram for a single
polarization.

3

3. Demonstration of the Ix2 switch for multistage interconnection networks

These BCGH elements can be used to construct a self-routing 2x2 binary switch for free
space optical interconnections. The switch consists of two dual polarization selective holograms
separated by a polarization rotator. Two input beams are combined and possibly focused into the
polarization rotator, then separated and redirected by the second dual hologram. The polarization
rotator either exchanges the two beams, or not, depending on the applied voltage. A network
constructed of such switches would be circuit-switched, since optical information is routed
without detection and signal regeneration. The data modulation rate is limited only by the input
sources and output detectors, not by the network itself. However, the switches need to be
efficient to preserve signal intensity.

We designed a dual beamsplitter to deflect one polarization vertically and the other
horizontally. The hologram was 5mm x 5mm, with a design wavelength X = 514.5 nm and a
minimum feature size of 10 p.m. Kinoform patterns were calculated and converted to binary
phase for each polarization. Then the two kinoforms were combined to produce mask patterns for
two etches of 1.37 and 1.47 pim. Chrome masks were generated by electron-beam lithography
and transferred to a photoresist on the substrates by contact print lithography. The patterns were
etched into the lithium niobate substrate using ion beam milling. The accuracy of the etch depth
was approximately +/- 1%. Some lateral etching occurred, producing fringes with sloping
sidewalls and somewhat reduced width (2 gm per side). The substrates were aligned in a
standard mask aligner to within 2 gm, then permanently joined with UV curing epoxy. The
maximum first order diffraction efficiency (not including surface reflections) and the polarization
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contrast ratio of the dual beamsplitter were measured to be 6% and 40:1 respectively. Less than
0.2% of the intensity was lost into the zeroth order.

This element was used in the lx2 optical switch configuration shown in Figure 2. A beam
chopper modulated a laser beam to emulate a data signal. This signal was then transmitted
through a liquid crystal polarization rotator, which switched the signal polarization at a lower
frequency representing the network reconfiguration rate. Upon transmission through the BCGH,
depending on the signal polarization, the modulated laser beam was switched between two
output photodetectors. The output of the two detectors is shown in the inset photograph. The
contrast ratio of the liquid crystal modulator was 200:1, of the BCGH was 40:1, and of the full
switch was 25:1. The efficiency of this switch was limited to 3% due to fabrication errors, but the
theoretical hologram efficiency approaches 100%. Further work on improved fabrication
techniques is under way.

4. Multistage interconnection network architecture

We have studied different optoelectronics MIN architectures and control algorithms[4] for
constructing scalable MINs with the BCGH switch technological constraints. Two information
routing algorithms are possible: centralized control, where an external control processor
determines and configures all switch states, and distributed control with self-routing packet
headers. In the latter case, the switch settings are calculated external to the network but the
process of setting the switches is implemented using packet headers which propagate through the
network and configure the "smart" opto-electronic spatial light modulator switch arrays during a
dedicated header time interval. Once the switches in the MIN are set, the information may be
both sent to and retrieved from the output nodes through the same optical system at the speed of
light, with a data modulation rate which is not limited by the network.

We have evaluated different interconnection network architectures (i.e., crossbar, N-stage
planar, Batcher-Banyan, Benes, and Dilated Benes) in conjunction with their performance using
BCGH technology in a passive all-optical network. For this study we computed the network
attenuation losses and the network SNR vs the total number of switches using single switch
insertion loss of -0.638 db and switch contrast ratio of 20 db. If we assume the maximum
acceptable attenuation to be 30dB and the minimum SNR to be 1 dB [5] then the maximum
scalability (dotted lines) of the architectures can be estimated as shown in Figures 3 and 4.

We concluded from this study that the dilated Benes network[6], which is a rearrangeably
non-blocking MIN, is well suited for large scale implementations of circuit-switched photonic
interconnection networks using BCGH switching elements. Most importantly, the size of the
network realistically possible using BCGH technology may be as large as 16,384 inputs with a
16 GHz data rate, well above the size and data modulation rate achievable with all-electronic
networks.

5. Conclusions

In conclusion, we have introduced a method for constructing polarization-selective CGH
using surface-relief etching of birefringent substrates. We tested this approach for a dual binary
phase CGH fabricated in lithium niobate, yielding a diffraction efficiency was 6% and a 40:1
contrast ratio between polarizations. This element was used to experimentally" evaluate a self-
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routing Ix2 polarization switch. Finally, we have examined technological implications of BCGH
on optical MIN architectures.
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Figure 1. BCGH construction. Figure 2. 1x2 polarization switch demonstration.
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1. Introduction

Current electrical multichip modules will limit the performance of many next-generation
highly parallel computational systems. Since such systems require highly dense connection
networks containing many long distance connections, the minimization of the area, power
and time delay of the chip-to-chip and module-to-module interconnects is of utmost
importance. By replacing particular electrical intramodule and module-to-module
connections with optical communication links, this communication bottleneck can be
relieved. Optical interconnects have the potential to increase communication speed, and
reduce the volume, crosstalk and power dissipation of the connections [ 1-5].

A multichip module (MCM) designed specifically to meet the demands of high performance
processor array systems has been developed. The system consists of Computer Generated
Holograms (CGH's), GaAs laser array chips, and detectors integrated onto silicon
Integrated Circuits (IC's). All components are incoiporated into a package (similar to an
existing multichip module design) with a water-cooled heat sink. All intramodule chip-to-
chip connections longer than a particular line length and all intermodule connections are
implemented optically.

2. Concept

The structural design of a multichip module with holographic optical interconnects has been
developed. The design is illustrated in Fig. 1 [6-81. A set of silicon VLSI chips are
attached to the bottom side of the substrate in Fig. 1 with flip-chip (C4) technology. Small
(-300 gm x 1 cm) GaAs laser array chips are also attached to the bottom side of the
substrate through flip-chip soldering. One GaAs laser chip is placed next to each silicon
IC. A layout of the IC's on the bottom side of the substrate is shown in Fig. 2 [7,81. The
GaAs chips contain arrays of laser diodes. The center-to-center spacing between adjacent
lasers is 300 gam in order to limit the power dissipation per unit area and to provide
sufficient area to place a contact pad adjacent to each laser. The silicon IC's contain
integrated photodetectors.

The bottom side of the substrate contains several layers of metal lines for power and signal
distribution as well as flip-chip bump pads. A planar heat sink is used to cool both the
silicon and GaAs IC's as in conventional flip-chip MCM's.

The top side of the substrate contains a Computer Generated Hologram (CGH). The CGH
is divided into subholograms. One subhologram is placed over each laser ("laser
subhologram") and one subhologram is placed over each detector ("detector
subhologram"). The subholograms function to change the shape of the incident optical
signal beam. Each laser illuminates the subhologram located directly above it. The laser
subhologram divides the light into F beams (to provide a fanout of F), and directs each
beam onto the appropriate detector subhologram after reflection off of the planar mirror
located approximately 2 cm above the substrate (Fig. 1). Each detector subhologram acts
as a single lens and focuses the incident beam onto the detector located directly below it.
This arrangement is termed a Double Pass optical interconnect system after Refs. 9,10.
(Note that this system is similar to a substrate mode interconnect system[ I fl). Optical
connections can be made between chips within a given module or between chips located on
different modules.
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The interconnection density of a double pass holographic system is calculated in Ref. 9 as a
function of CGH deflection angle and number of transmitters and detectors. Equations
derived in Ref. 9 indicate that for a 50 degree CGH deflection angle, the double pass
system can provide over 80,000 connections (assuming an average fanout of 4) with a 10
cm diameter CGH.

Mirror Optical Signal Beams Subholograms

VLSI chips wiZIntegrated Transparent Heat Sink
Detectors Laser Array Chips Substrate

10 cm

Fig. 1. Cross-sectional view of an optically interconnected MCM.

300gm x lcm •lcm
GaAs Laser-----

Array Chips

lcm x lcm
VLSI Silicon Chips

Fig. 2. Layout of Chips on MCM substrate.

3. Prototype Development

Development of a fully functional prototype optically interconnected MCM is currently
underway at UNC-Charlotte and MCNC. The initial prototype employs edge-emitting laser
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arrays that are flip-chip bonded to the substrate along with micro-mirrors to redirect the
light output. Photodetectors are integrated onto 1.25 gm CMOS chips that are also flip-
chip bonded to the substrate. Alignment of the components to the substrate is achieved by
flip-chip bonding techniques.

The prototype module will have 54 optical links, made up 33 1:1 connections of various
lengths and angles and 21 connections with fanout of 2 to 3. These various connections
will enable the experimental determination of cross-talk, signal-to-noise ratio, alignment
sensitivity and efficiency of the optical links.

New CGH encoding methods have been developed to provide high diffraction efficiency
and tightly focussed beams over a range of laser diode emission wavelengths. One of these
methods, known as Radially Symmetric Iterative Discrete On-axis encoding (RSIDO), was
used to design an F#/1 CGH with 89% diffraction efficiency while operating over a
+10nm bandwidth[12]. Another encoding method termed SRP (Segmented Radial
Partitions) was developed to allow application of the RSIDO encoding method to non-
radially symmetric elements. Experimental results indicate that, for example, for a CGH
deflection angle of 27 degrees, the diffraction efficiency can be increased to -80% with the
SRP method compared to -16% with conventional encoding methods.New photodetector
designs and fabrication methods have been developed to improve the performance of
photodetectors integrated with CMOS VLSI chips. Previous detector gates integrated onto
CMOS chips have demonstrated response times (rise and fall) times greater than 30 - 40
nsec [13]. We have experimentally measured response times (both rise and fall) of under 5
nsec. Modulation at datarates of 180 Mbits/sec have been demonstrated[ 14].

Idealized Lossless Electrical Line

' 0150•n 100gm pad

10cm 25gim pad

S.01
Ad Laser On-Chip

Optical Interconnects.001 .. . . . .... , . . . . ... I

108 1 d
Data Rate (Hz)

Figure 3. Power dissipation versus datarate.

4. COMPARISON WITH ELECTRICAL INTERCONNECTS

In Ref 2, the power dissipation and switching energy of optical interconnects was
compared to that of electrical interconnects for connections within a single IC. This
comparison has been extended to compare the power dissipation of optical and electrical
interconnects for connections between chips within an MCM 17,81. Results are
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summarized in Fig. 3. The optical interconnect curves take into account the power
dissipation in the laser diode, in the detector circuitry and in the charging of the bonding
pads and metalized communication links between the silicon laser drive and the GaAs laser.
The electrical interconnect curves were obtained from 2 different models. When the signal
wavelength is longer than twice the line length, a lumped RC model was employed. When
the wavelength is shorter then twice the line length an ideal lossless perfectly matched
transmission line model is employed. Thus, the electrical interconnect curves represent
lower bounds on the power dissipation for electrical connections. From Fig. 3, it is
evident that our current optically interconnected MCM approach (with pads of 100 gtm side
length) can provide an order of magnitude decrease in the power dissipation compared to
that of electrical interconnects, with line lengths longer than 5-6 cm, for data rates up to -3-
4 GHz. For smaller bonding pads, the one order of magnitude decrease in power
dissipation (compared to that of electrical interconnect lower bounds) can be maintained for
data rates in excess of 10 GHz. It can also be seen that integration of optoelectronic
transmitters onto the chip has only a small impact (less than a factor of 2-3) until datarates
in excess of approximately 5-10 GHz are employed.
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MASSIVELY PARALLEL COMPUTERS USING HOLOGRAPHIC
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0 - Massively parallel computers in airborne radars : A communication problem

The computing power presently required in building airborne radars computers exceeds 1 GOps in 10
liters.

This is mainly justified for signal processing and the introduction of the electronic beam forming in the
next generation of systems should increase it up to 100 GOps in the same volume.

To reach this objective, the designers will use microprocessors which are more and more powerful, so
that the quantity of processors won't increase in the same proportions that the calculation power -
even if it will go over 100 processors. This requires that inter-processors communication problems are
solved so that each processor is used to optimum capacity: the problem arising in the future
generations of computers will be - and already is - a problem of communication (2).

To interconnect these processors, the optical technologies offer possibilities which are compatible
with new computer's architectures using large quantities of processors: The optical interconnect is
well adapted with a broadcast distribution of signals, which have been the subject of an ESPRIT II
program exposed in this document. Furthermore, optics is of great interest for clock distribution with
reduced skew between receivers, especially in synchronous machines.

The conventional "electrical" technologies like MCMs are perfectly suitable for needs in connections
density at the surface of a board. Frequency is the only limitation, related to impedance mismatches in
the case of signal division. So,,one specific interest of optical interconnect on a board is the
distribution of a high frequency clock signal in a synchronous machine.

In a backplane, the problem is definitely more serious. To the problem of the 1-->N signals distribution
- which still subsists (clock distribution, broadcast communication networks) is added the casual
impedance mismatch for i igh frequency signals related to the interconnect technology used ; it can
only be solved by the loss of considerable space : a coaxial connection consumes ten times as much
space as a conventional connection.

Optical interconnect offers an alternative which seems to be unavoidable. The propagation of an
optical signal - in multimode or iree-space operation - is, aside from losses, practically insensitive to
impedance mismatch.

1 - Holographic-Type Photonic Backplane

The technology presented here concerns the realisation of a photonic motherboard as developped
by THOMSON CSF with the support of the French (DRET) and European (ESPRIT II - OLIVES)
administrations. This motherboard is composed of a glass plate perpendicular to the boards carrying
the processors. In the motherboard, the light beams are propagating in a half guided mode by total
internal reflections. CGH (Computer Generated Holograms), located right on the glass vertically
above the daughterboards, are making up the optical input-outputs of the glass plate(fig. 1); the glass
plate is then known as a "holographic matrix".
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In the simplest case, a diffraction pattern reflects a perpendicular incident beam with a certain angle
(emission or type-E hologram) or pick up perpendiculary a part R(1) of an oblique beam (reception or
type-R hologram) (fig. 1). If more complex operations are involved, for example "deviate a
beam",calculating the pattern and, especially, producing it become more complicated (type D
hologram).
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2. Producing a Holographic Matrix : A Practical Description

A holographic matrix is a plate of glass, one face of which is etched with localized diffractive elements.
The material have to be transparent at the wavelength used (typically 1.3 pimn). Borosilicate or quartz
offers a good compromise (index = 1,5)(1).

The glass plate must not be too thin in order not to increase the quantity of reflections which inevitably
produces losses (1 mm is also a good compromise).ln addition, a plate that is too thin becomes
delicate to process when creating holograms.

The holographic elements are initially chromium patterns implanted at the surfaceof the glass plate.
The fineness of the lines making up the diffractive array is directly related to the wavelength of the
light used and the function of the hologram (type E, R or D). For a wavelength of 1.3 iam, the creation
of type E or R interfaces requires a line pitch of 1.2 lLm. For a type D holograms, the pitch can locally go
down to 0,85pm, which is the best that industrial E-beam processes can do. The use of short
wavelengths around 0.8 tim is foreseen in the next few years to get advantage of the low cost of CD
lasers.

The glass plate with the required chromium patterns (which is nothing more than a semiconductor
mask) is then etched using a dry process which is more easily controlled for depths on the order of a
few hundred nanometers (3).

The depth is the determining factor that controls the amount of energy diffracted in the various
directions . Requirements call for deeply-etched holograms (more than 300 nm) for the emission
patterns, but reception holograms must be only slightly etched (less than 100 nm). The necessity to
have simultaneously at least these two types of holograms complicates the manufacturing process by
increasing the quantity of operations. The process remains nonetheless fully industrial as it has been
extensively used by the semiconductor industry. The production process is carried out in batches as
opposed to an optical fiber backplane which must be produced one at a time. In addition, and as
opposed to silicon circuits produced by the same kind of processes, holograms are not easily affected
for defects such as conductor discontinuity or bridging, considering that they are microscopic: the
process is therefore not affected by problems of yield which limit the semiconductor industry and is
thus compatible with the industrial manufacture of large-size plates (several dm2).
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3 - ESPRIT 11 "OLIVES" program : Broadcast 9 --> 9 boards network.

Several prototypes have been built with this technology. One of the most interesting of these is a
breadboard of an optical backplane for nine daughterboards providing a broadcast-type
communication network (fig.2). Each daughterboard supports an emitter distributing an optical signal
to the other eight boards simultaneously. Each board therefore supports also eight receivers.
Provided with the required low-level protocol, each board can accept or refuse the received
messages. This kind of function is particularly interesting for future computers architectures and, in
particular, for data processing. By optimizing the routing schemes, it allows messages transmission
between each processors at a high rate with low latency time.
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Optical backplane Dynamic between the I5land the Nth receivers,

for various diffraction efficiencies R(1).
P1 is the Incident power on the first CGH.

(pit .h between cards: 6,35mm)

The breadboard is composed of nine ceramic MCM in a rack with a pitch of 6.35 mm.
Each board is provided with a laser transmitter (NEC, type NDL 5009 ) and receivers, a PIN diode
followed by a transimpedance amplifier (AT" LG 1094 ).

Concerning the optical matrix, each hologram is 3 x 3 mm2 and is located at the nodes of a square
array with a pitch of 6.35 mm; the glass plate is 10 x 10 cm2 (fig. 2).

From the purely optical point of view, one of the main difficulties to be overcome is related to
transmission (precision on angular position of the emitter and divergence of the light beams). As the
beams are pratically unguided in the glass plate, an initial angular offset can be very serious when a
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certain distance is reached. A precision of ± 10 mrd (at 1/e2) was actually obtained, which is fully
compatible with the application. The beam divergence problem is also critical : a divergence of 10 mrd
is an acceptable performance for integrated sources. This spreading of energy is followed by a
reduction in energy reaching each .hologram as the distance from the source increases, a
phenomenon which is added with the reduction in energy related to the sampling of the previous
receiving holograms (fig. 3).

As described, this technology has been demonstrated fully compatible with a broadcast diffusion of
signals 9 * (1-->8), a figure that will be extended.

Each of the nine links was tested to the limits of the electro-optical interfaces used : at 1.4 Gbits/s with
the NRZ code (or a bandwidth of 700 MHz). A BER of 5 * 10-11 was measured at 1.2 Gbits/s. The
cross-talk between adjacent lines was measured and found to be less than 45 dB (optical). The
dynamic between the 1 st and 8th receiver on the same line was measured and found to be 23 dB,
which is incompatible with receivers uniformity. This problem can be solved with the holographic
matrix: Raising the number of etching operations and increasing the depth of the etching for the
reception holograms as the distance to the emitter increases, results in a solution which quickly
becomes very heavy and very costly. Fig. 3 suggests reducing the depth of etching for each hologram
identically. The power received at the receivers is more uniform, but there is an additional constraint
concerning receivers sensitivity and also the etching process which must be fully mastered.

4 - Conclusion

The use of holographic matrix offers an interesting alternative for solving broadcast problems of
communication between circuit boards in the same rack. It allows to use architectures more matched
to the large processors' quantities interconnected in massively parallel computers; the main
advantage is the compatibility of a rise in frequency with a division of the signals. Holographic matrix
backplane appears to be suitable for coarse-grain type computer's communication networks.
However, for synchronous and massively parallel machines, this technology should be of great
usefulness, especially for distribution of the clock and inter-processor synchronization signals.

The process used to produce holographic matrix employs means used by the semiconductor
industry, but is less hampered by problems related to yield.An actual DRET program, specifically
dedicated to multilevel optical matrix with electrically switched optical windows, must lead to increase
the interest on this technology, allowing to make dynamic reconfiguration of a backplane and then to
reach two major objectives: On the one hand, it offers a solution to failure recovery (redundant links
allowing access to redundant processors elements). On the other hand, it allows functionnal
reconfiguration on the network: the processors' arrangement can be modified, according to the
application needs.
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I. INTRODUCTION

Recently there are growing interest in integration input

of optical devices such as OEIC's, surface emitting pattern output

lasers, photo detectors, and so on. It is expecting
that two-dimensional pattern information such as vi-
sual images can be treated in parallel. Parallel archi-
tecture using optical input/output devices and elec-
tronic processing elements (PE's) realize high speed
parallel processing system with fully parallel archi- N,_ o interconnection
tecture and parallel input/output. A conceptual di-

agram based on the architecture is shown in Fig.l.
A hierarchical processing system by using optical in- Fig. 1. Hierarchical optoelectronic processing sy~tcrm
terconnection as shown in Fig.1 and feedback type
system in which output patterns can be fedback to combination of detectors and processing elements

the input of the system can be easily implemented. (PE's) is needed. In such parallel processing system

Researches on integration of detectors and process- to be integrated with photo detectors, a microproces-

ing circuits have been done mainly from the view- sor in general can not be used as a PE of the system.

point of integrated devices [1],[2]. C.Mead et al. [1] because the number of gates in the microprocessor

developed a silicon retina which realizes function of are too large that many PE's cannot be integrated

early vision integrating photo transistors, a resister into optoelectronic devices. Therefore parallel ar-

network, and active circuits. MIT has vision chip chitectures using small scale PE's with generality of

project focused on analog integrated circuits with processing should be developed.

photo detectors [2]. In this paper, an architecture for optoelectronic

ilowever main circuits of these vision chip are fixed computing using massively parallel processing di-

and has special purposes. A.Utsugi and M.Ishikawa rectly connected with photo detectors is proposed

[3] proposed a learning method of resister networks and an experimental system using originally designed

for adaptation of coordination system between a vi- and developed parallel processing LSI's with small

sion system and the real world. scale PE's is shown. The experimental system as a

On the other hand, considering that visual infor- scale up model of an optoelectronic parallel process-
nation is based on optical pattern, optical comput.- ing chip has a massively parallel processing architec-

inatiotur wit based409 ons andca theern samca number
ing and learning capabilities of neurocomputing give ture with 64x64=4096 PE's and the same number

effective tools for visual perception. M.lshikawa et of photo detectors. Lastly, processing performance

al. [4],[5] developed optical associative memory with i of the system is evaluated by carrying out some ap-
learning capabilities and combined with conventional plications on the system.
optical processing such as optical Fourier transform
[6]. The system can carry out( direct processing for II. SYSTEM ARCHITECTURE
the two dimensional visual information using optical
parallel computing. A. Design concept

lii order to realize flexible and high performance of In this paper, the total system is regarded as a
parallel processing by using optoelectronic devices, hierarchical parallel processing system as shown in
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Fig.]. The integrated vision system carries out de-
tection and early stage processing of input data as a
processing module of the lowest layer. Each layer is Fig. 3. Block diagram of processing element
optically interconnected each other.

From the viewpoint of integrated optoelectronic Control mechanism of the system is effective for ho-
parallel computing, an essential problem is how to mogeneous data parallel processing such as pattern
implement processing modules with high generality processing and scale of processing elements can be
into sensors. We propose an architecture in which so comlpatct. Each PE is interconnected with the 4

pattern information is directly transferred to parallel neighborhoods. The SPE-8 is designed to be cascad-

PE's by using one-to-one interconnections. Since the able with arbitrary number of SPE-S"s.

architecture does not require serial transmission line Each PE has three Sbit registers (A:Accuimulator,
of visual information as in the case of VIDEO signal, T':Template. W:Weight), one arithmetic logical unit
there does not exist an 1/O bottleneck, therefore high (ALV', Ibit), one lbit multiplier as shown in Fig.
speed processing is realized. However all circuits of :3. Processing architecture of the PE is based on bit
processing elements including 1/O interface should serial processing which is slow in comparison with
be integrated in a sensor device. In other words, the bit parallel processing, hut dose not require so many
architecture aims at integration of massi@,.ly parallel number of gates, then it has major advantages for
processing in practice. integration or variable bit length processing.

In order to implement such integrated optoelec- Functions of AI, include AN,). OR. Exclusive
tronic parallel processing system, the scale of PE OR. addition, subtraction. multiply(4bitsxlhits)
should be compact. Although the compact PE has and combinations of these basic functions Such aL
limitation of processing performance, parallel pro- weighted sum for calculation of correlation.
cessing capabilities can compensate the limitation for
somie applications which have a computational struc- The instruction set of the SPE-8 is rearranged
lure matched with optical parallel processing. In this from 32bit direct horizontal type microcode to four
design concept, keys of the design are how generality kinds of l0bit microinstruction by classifying tihe in-
of processing is kept by using compact PE's and how structions. The instructions except instructions to
integration andi high speed processing is performed. carry out active processing are held in instruction

registers of the SPE-8 until the next change of tihe in-
B. Processing element (PE) structions, because these types of instructions are al-

Although our final goal is to realize a general pur- most always fixed for the period ofthe active process-

pose optoelectronic device integrated with photo de- ing. By this iethod, tot increasing the nunber of
tectors, photo emitters and parallel PE's, as the first instructions in practice, equivalent control with hor-

step, a compact PE is originally designed and eight izontal nmicroprogramming is realized by small gates

PE's are implemented into an LSI. The LSI is named of the PE and small bit length of the instruction.

SPE-8 (Sensory Processing Elements - 8). In the result, the PE is implemented by using 337
Block diagram of SPE-8 is shown in Fig. 2. The gates, then eight PE's (8 x 337 = 2696 gates) and

SPE-8 has eight PE's and each PE has input from a a common part (271 gates) implemented in one chip
photo transistor (PTH) and output to a light emitted of CMOS gate array (max. 3312 gates). Processing
diode (LEl)). so perfectly parallel 1/O and process- cycle tinme is estimated typ. 44ns, max. 87ns by a
ing are implemented. All PE's are controlled by 10bit simulation of critical pass (load capacitance 30pF).
microinstruction through a single instruction stream. All funciions of the [SI have been tested by logic
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simulation, by LSI testers and by in-circuit test.

C. SPE-4k Fig. 5. SPE-4k system

An experimental optoelectronic processing system systems.
which has matrix positioned 64 x 64 = 4096 (4k)
PE's is constructed by using 512 SPE-8's. The sys- III. APPLICATIONS
temn Is name(] SPE-4k and is seenied to be a scale
up model of integrated optoelectronic processing el- In order to evaluate processing performance of the
ernents. The structure of SPE-4k is shown in Fig. 4 SPE-4k, the following applications have been carried
and an overview of SPE-4k is shown in Fig. 5. PTR's out on the system. The processing time of the fol-
are positioned with the space of 121nm. LSI's are ar- lowing applications is shown in Table I. The column
range(] between the front LEI) array and the back of maximum speed shows performance at nmaximum
PTR array. speed of the SPE-,Ik (cycle timmie: lOOns).

Two kinds of control method are designed. One As shown in [able I, high speed processing in or-
is a method by using microprogramming control in der of iiicro seconds is obtained. The processing
which the control computer may send niacro instruc- speed is not limited by VI\DEO rate (I 6.7nis), so it
lions to be decoded by a microprogram sequencer. is about 105 times faster than that of convent jonal
The other is a method by using I/O interface of the image processors which use the VI DtVO ,ignal
control computer. A. Edge detection

In this paper, the SPE-4k system uses 1/O proces-
sor type of control in order that verification of pro- Two ard four neighborhood edge detection tu the
cessing behavior and development of software may be lbit PTR input pattern pij are implemented by log-

carried out on the computer (Fig. 4). However the ical operation. Operation of two neighborhood type

processing speed is limited by the speed of parallel edge detection is

1/O of the computer. The cycle time of the system (P1 "i-l )U(P, Pi, 1-1). (1
is I0 ps. As the SPE-8 itself can work in lOtns cycle

mine, so tlie speed of the present system is I/100 of anl four ieighborhood type edge (etection is
maxiimiui speed of the SP E-4k. Considering tihe 8bit
integer addit iou as a basic operation of processing for + I'- ) U (Pi, -
the evaluation of the speed of SPE-4k, total 32MOPSU
(Nlega Operations Par Second) by the present system where i and U are IEXOI{ arnd OR respectively, atnd
and 3.2(;OPS (Giga Operations Par Second) at the qi. is output pattern.
inaximuii speed of the system are obtained. The

processing speed is very high speed in comparison . Skeh'tonizaiion
with general image processors or parallel processing Siimpk skeletonization using lbit inp)ut data and
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TABLEI related to the Poisson's equation:

PROCESSING TIME OF APPLICATIONS =u

processing time V 2u = - (5)

processing no. of present maximum
steps system speed iterations for the conversion is needed. In addition,

edge detection Eq.(5) is changed to a difference equation:
(2 neighbors) 23 230ps 2.34s
(4 neighbors) 33 330ps 1 utl = 1(Uinl,+Un l,+ui, U I. I

skeletonization i + oIujI I i

(2 neighbors) 149 14.9ms 149ps (6)
(4 neighbors) 360 36.Oms 360ps The solution is obtained after 200 iterations.

"detection of
moving objects 7 70ps 0. 7INs
trace 4 40ps 0.4ps IV. CONCLUSION

Poisson's
equation 125 250ms 2.5ms Massively parallel processing system SPE-4k us-

ing an architecture for optoelectronic computing is
shown and the speed and processing capabilities are

four or eight neighborhood data is implemented. shown by carrying out some basic applications. The
Preparing neighborhood patterns of edge, pattern system has 64x 64 = 4096 PE's and the same number
matching with input data and judgement of edge of PTR's.
are carried out. Ten times iteration of this opera- In the SPE-4k, compact processing elements real-
tion is made on the SPE-4k. Two and four match- ize general early vision processing by using bit serial
ing pattern are prepared for four neighborhood and architecture. Since the architecture requires small
eight neighborhood, respectively. Rotated patterns number of gates in one PE, the system will be able
are also matched with the templates. to be integrated into one chip optoelectronic devices

C. Detection of moving objects in future.

Edge detection of moving objects using time
derivative of lbit input data. The operation is REFERENCES

qij(t) = pij(t) e pij (t - At), p) [1] C.Mead. Analog VLSI and Neural Systems.

Addison-Wesley. 1989.

where pij (t) and qij(t) are PTR input and output at [2] J.L.Wyatt. et al., "The MIT vision chip project:
the time t, respectively. Sampling time of detection analog VLSI system for fast image acquisition and
At, which is determined by velocity of the objects, early vision processing," Proc. 1991 IEEE Int.
is available to 0.7ps at the maximum speed of the Conf. on Robotics and Automation, pp.13 3 0-1335.
SPE-4k. 1991.

D. Trace [3] A.Utsugi and M.Ishikawa. "Construction of inner
space representation of latticed network circuits by

Trace of moving objects using logical OR operation learning." Neural Networks, Vol.4, No.1. pp. 8 1-89 .
between memory data and temporal input data is 1991.
implemented. The operation is

[4] M.Ishikawa, et al., "Optical associatron: a simple
qij(t) = pij(t) U qij(I - At). (4) model for optical associative memory," Appl. Opt.,

Vol.28, No.2, pp.291-301. 1989.
This operation is OR between input pi,(t) and in-

ternal memory just one step before, where At is 0.4ps [5] M.Ishikawa, et al., "Experimental studies on learn-
at maximum speed of the LSI. ing capabilities of optical associative memory."

Appl. Opt., Vol.29, No.2. pp.289-295, 1990.

E. Solution of Poisson's equation [6] M.Tshikawa, et al., "Optical Associative Memory

As an example of solution of simple partial differ- Combining with Optical Preprocessing." Technical
ential equation, two dimensional Poisson's equation Digest of OPTICAL COMPUTING '90. pp.160-
V 2 u = -f is solved in 8bit fixed point operation for 161, 1990.
lbit PTR input patterns. Since the solution is ob-
tained as a converged pattern of a diffusion equation
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1. Introduction:
Optical interconnects are expected to play an important role in multiprocessor systems of

the future[l]. This is because they have many advantages over conventional electrical
interconnects, such as high speed, wide bandwidth, and immunity from electromagnetic
interference. In addition to these advantages, free-space optical interconnects offer the unique
feature that signal transmission can be realized without any 'physical' contact[2]. This feature
makes it easy to construct three-dimensional interconnection networks in all the interconnection
layers of a system; from chip-to-chip to frame-to-frame.

In most multiprocessor systems, interboard(board-to-board) interconnects are usually
realized on the back plane and leads to several critical drawbacks such as wiring congestion,
increased signal delay and variation (clock skew), as the number of processors and clock speed
are increased. To overcome these drawbacks, some multiprocessor systems that replace the
back plane interconnects with free-space optical ones have been reported[3],[4]. However, no
system yet reported fully utilizes the feature that interboard optical connections can be set up any
where on the board to achieve the shortest path length, except one paper describing optical
equipment for such use[5].

This paper describes a multiprocessor system implemented vising the interboard free-space
optical interconnect scheme named COSINE-III(Computer system employing Qptical Spatial
INterconnections for Experimentation-III). The system interconnects 64 processing units in a
three-dimensional mesh network through 48 bi-directional free-space optical interconnects
which are distributed on both sides of four processor boards and several electrical links. The
configurations of the system and the free-space optical interconnects are described. Some
preliminary test results are reported.

2. System Configuration:
COSINE-Ill is a multiprocessor system that has a three-dimensional mesh processor

network. The network was chosen for the reasons that the configuration conceptually and
structurally complements the strengths of free-space optical interconnects, and that the network
is simple and more suitable for various scientific applications than other static processor
networks. The configuration of COSINE-III is schematically shown in Fig. I. The system is
comprised of four stacked processor boards, each of which has 16 processing units that are
arranged in a two-dimensional 4x4 grid. Each processing unit has six bi-directional
communication links to connect it to its adjacent processing units. Four of them are electrical
interconnects which connect the four adjacent processing units on the same board. The two
remaining links are free-space optical interconnects to the two immediately adjacent processing
units on neighbouring processor boards. As shown in Fig. 1, the free-space optical interconnects
make it possible to provide direct communication between the processing units on adjacent
boards without any 'physical' wires. The three-dimensional nature offers such advantages as (1)
avoidance of wiring congestion and crosstalk, (2) small signal delay and variation, and (3)
increased flexibility for system installation.
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3. Free-space optical interconnects:
In COSINE-Ill, the free-space optical interconnects link the processor boards as shown in

Fig. 1. This configuration, however, does permit many environmental factors to impact the
signal transmission characteristics. They are (1) fluctuations in detected optical power caused
by board displacement and/or vibration, (2) leakage of environment light, (3) variation in
coupling efficiency between the optical sources and the detectors caused by device fabrication
inaccuracy and (4) DC drift of electrical and optical devices caused by heat. The interconnect
signal transmission scheme must, therefore, not only be reliable enough to overcome the
environmental factors, but also simple so as not to waste the board area. To meet these
requirements, COSINE-IlI employs the differential signal transmission method[6].

Fig.2 shows the configuration of the differential signal transmission method for the free-
space optical interconnects in COSINE-III. The driver on board S, modulates the optical
sources LED-1 and -2 with the input TrL signal and its inverted equivalent, respectively. At
the receiver on board R, the two optical beams are detected by detectors PD-1 and -2,
respectively. Their differential signal is amplified and reshaped by the comparator. The
reshaped signal is converted to a 'ITL signal by the level converter and output from the receiver.

With the configuration described in Fig.2, the environmental factors are common to the
two optical channels and are canceled in the process of making the differential signal. That is,
the optimum threshold level in the decision process is always the same regardless of the
envirnomental factors as long as they are common to the two optical channels. Furthermore,
since the method is equivalent to bipolar signal transmission, the optical power at each detector
necessary to achieve a specified bit error rate(BER) is about 3dB less than is needed in the
conventional unipolar optical signal transmission method.

4. Fabrication and preliminary test:
Prior to constructing a prototype system, a free-space optical interconnect was fabricated

and its characteristics were evaluated. The specifications of the fabricated interconnect are
summarized in Table 1. An LED (•.--.8 mam) and a collimating lens were combined in a LED
module. A PD module was formed by joining a focusing lens to a PIN photo diode. Two LED
modules were mounted on a board as closely as possible (8 mm pitch). Two PD modules were
fixed to another board with the same spacing. These two boards were placed face-to-face with a
separation of L. The peak optical power output from both LED modules was +2 dBm at a drive
current of 20 mA. The average received optical power at the facing PD module was -1 .5dBm
when L = 5 cm. With this optical setup, BER characteristics at 20Mb/s were measured first.
The average received optical power needed to achieve a BER of 10-9 was -26.7 dBm. The
value was far lower than the typical received power of the setup, and was 2.3 dB lower than that
needed by the conventional unipolar signal transmission method. Next, the relationships
between BER, L and lateral board displacement d were measured. The results are shown in Fig.
3. With -2.5mm < d < 2.5ram, the BER was under 10-11 for L=lcm to 7cm. It is therefore
concluded that the tolerance for lateral board displacement is +2.5mm and it is possible to
achieve such accuracies with existing fabrication technologies.

A prototype COSINE-Ill system was designed and fabricated based on the results of the
free-space optical interconnect preliminary test. The specifications of the fabricated system are
summarized in Table 2. Each processing unit was formed by cascading two
Transputers(T800s), each of which has four bi-directional communication links and 4 MByte of
local memory. One processor board accommodates 16 processing units which are arranged in a
two-dimensional grid and 32 bi-directional free-space optical interconnects (16 interconnects on
each side of the board). Conventional epoxy-glass boards (438mm x 450mm x 1.6mm) were
used. The four processor boards were accommodated in a machine frame. Fig. 4 is a view of
the fabricated system with a side panel removed. The outside dimensions of the system are
500ram wide, 760mm high and 460mm deep. The spacing between boards in the frame is
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25mm. Fig. 5 is a closeup of one processor board. The transputers and associated memories,
which are the square chips and the densely stacked chips, respectively, are arranged two-
dimensionally on both sides of the board. LED modules, PD modules are attached to the board
with stiffeners to avoid misalignment due to board warp. In the photograph, the modules are the
rows of small dots between the processors.

The fabricated system was tested to confirm signal transmission through the free-space
optical interconnects. Fig. 6 shows the histogram of signal delay time td for all 96 optical
interconnects. The average delay time was 18 ns. Most of the delay was attributable to the
electrical circuits like the LED driver, the comparator, and TTL buffers, and could be reduced by
refining these circuits. Some interconnects had a relatively large delay time. These delays
were caused by offset deviations in the comparators and could reduced by carefully matching the
comparators. Signal transmission was successfully established even after repeated extraction
and insertion of the boards. Next, a program that performed continuous random data
communication among 8 processing units through 4 bi-directional free-space optical
interconnects and 4 electrical ones was loaded and run on the system. It was confirmed that the
program ran without error for 100 hours. It was therefore concluded that the fabricated system
is stable enough to use as a multiprocessor system.

5. Summary:
A multiprocessor system using interboard free-space optical interconnects, COSINE-IlI,

was constructed. The system forms 64 processing units into a three-dimensional mesh network
with the help of 48 bi-directional free-space optical interconnects distributed on both sides of 4
processor boards. We confirmed that the fabricated system worked well as a multiprocessor
system.

References:
[1] Special issue on supercomputing, IEEE SPECTRUM, vol. 29, No. 9, pp. 69-75 (1992)
[2] J. W. Goodman, et al., Proc. IEEE, vol. 72, pp. 850-866 (1984)
[31 T. Matsomoto et al., Proc. ICCD'90, Cambridge, pp. 426-429 (1990)
[41 J. W. Parker, in Tech. Digest Optical Computing '91, Salt Lake City, pp. 304-307 (1991)
[5] Dean Z. Tsang, in Tech. Digest Optical Computing '91, Salt Lake City, pp. 132-135 (1991)
[6] P. J. Ayliffe, et al., SPIE, vol. 1281, pp. 2-15 (1990)

Tablel Specifications of a free-space optical interconnect Table2 Specifications or COSINE-rn

Optical source LED (wavelength:0.8ptm) Processors Transputer(T800)

Collimating lens Planer convex (D=5mm, f=3.Imm) Local memory per processor 4MByte

Output power +3dBm @ drive current; 2OmA (Typical) Number of PUs per board 4x4
____________________________ Number of boards 4

Detector Si-PIN photo diode Network configuration 3-dimensional mesh
Detection region:0.9mm square Network scale 4x4x4

Focusing lens Planer convex (D=-Smm, f=3.1mm) Board spacing 25mm

Received power -l.5dBm @ board spacing; 5cm (Typical) Board dimension 438mmx450umnxl.6mm

Module spacing 8 mm (10mm in COSINE-IIn) Frame dimension 500mmx760mmx460mm
Transmission speed 20Mb/s Bi-directional optical links 48 (16x3)

D;diameter, f;focal length PU;Processing Unit comprised of two cascaded processors.
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1. Introduction
Supercomputers are entering a phase in which the quest for faster communications in multiprocessor systems
will be a dominant issue[ I I. Over many years the achieved performance of advanced computers has become
problem dependent, as a result of architectures which attempt to reconcile high computing performance with
low communication bandwidth. SIMD machines have very large numbers of simple processors operating in
synchrony on a shared memory. These achieve peak performances close to their ratings on problems which
are genuinely data parallel, but they are ill-suited to problems which are naturally expressed in terms of code
parallelism. MIMD machines have used smaller numbers of processors running independent programs which
pass messages, and although difficult to program, these have succeeded in problems which require
asynchronous processors to exchange relatively long messages, relatively infrequently.
Recent developments indicate a blurring of the distinction between SIMD and MIMD architectures. Whether
or not memory is actually shared is becoming less obvious to the user, as computers with distributed physical
memory present a shared memory model to the user, supported by software. A number of recent and projected
computers have moderately large arrays of RISC processors, such as might formerly have been used in MIMD
machines. Each executes the same program as in a SIMD computer, but asynchronously and with data not
actually shared. To succeed, these machines will require high communication bandwidths which scale with
the number of processors. By implication, if processors are logically or physically grouped into clusters, the
bandwidth of intergroup communication will have to be very high indeed.
The ideal communications network would exchange items of information among processors as fast as they
compute with them. This requires a full crossbar capability between the processors in such a system, and
large bandwidth communications. Until recently this might have seemed an unrealistic demand, but optical
technology offers genuine possibilities. It is well known that optical space switches have the crossbar
capability, and that optical communications technology can approach Terrabit transmission rates per channel.
Full single stage crossbars can be built that are strictly non-blocking, and capable of full broadcast and
multicast. In addition, optical interconnects provide complete electrical isolation, and they neither radiate,
nor are affected by, electromagnetic radiation.
Processors with 64 bit wide processing running at 100MHz are in prospect, and these ought ideally to be able
to communicate in a shared memory system at this bandwidth, i.e. 6.4 Gigabits/Sec per processor to achieve
transparency in memory sharing. This demand is mitigated to some degree by the use of a cache, and we will
describe a feasible approach to such a system. The combination of a 64x64 matrix-matrix LCD Spatial Light
Modulator (SLM) for switching with the use of fibrechannel technology for data transmission comes closer
to this ideal than any feasible electronic network, with the only current deficiency being in its switching speed.
L aroe all-electronic single stage full crossbar switches are not practical because of the cost associated with
large numbers of crosspoint elements and the connectivity problems of 2-dimensional electronics. As the
required channel bandwidth and the number of processors increases, the complexity of electronic switches
becomes formidable.
Serial electronic communication and switching, whist practical and convenient, is restricted in bandwidth by
comparison with our optical approach. To achieve the required bandwidth. mt least a byte-wide path must hc
switched, and the pin limitations of packagiing technology would linfit the size of crossbar which could be
contemplated. With interconnections such as HIPPI, this pin limitation quickly becomes the dominant design
factor. Freespace optical switching avoids this restriction.
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academic partners in the United Kingdom: British Aerospace (Sowerby Research Centre), Meiko, BNR
Europe, Heriot-Watt University, The University of Bath and Thorn EMI CRL. The project is coordinated by
British Aerospace and is funded in part by the DTO and SERC.
The architecture of the OCPM is illustrated by Figure 1. The machine will use state of the art Sparc RISC
processors. Each processor has two 10-bit wide 70 M Hz communication links. One of these will be used to
communicate with the switch controller, and the other will carry the data. It is proposed to carry out
parallelserial and serial/parallel conversion and diode modulation using standard fibrechannel chip sets. To
maintain polarization onto the SLM, laser diodes custom pigtailled to polarization preserving fibres will be
used. In addition, custom pigtailing of multimode fibres to the photodiodes will be employed to reduce losses.
Optical crossbar switches based on the vector-matrix multiplier principle 121 have been described by a number
of authors 13]. The crossbar switch in the OCPM is based on the matrix-matrix principle 14,51, which offers-
enhanced scalability, performance and compactness [81. It is coupled by polarization preserving fibres to a
compact free space optical system described elsewhere at this meeting[91.
The SLM switch is an array of shutters or mirrors, based on a ferroelectric liquid crystal layer directly over
a silicon VLSI die 18, 9, 101. Circuitry in the silicon backplane controls and operates the ferroelectric liquid
crystal shutters. SLMs of this type have been built with arrays of 176x 176 switchable mirrors on a 10mm
square silicon die 171. Figure 3 shows such an array in which each mirror might be considered as an optical
crosspoint. The SLM to be constructed for the OCPM will b e a 64x64 array. With presently available liquid
crystals and utilising gradedjunction drive transistors on a 3.5 mm CMOS silicon backplane, switching times
"c- 10 fsec or less might be achieved.
In the OCPM the initial implementation will rire an external electronic netwolq to control the switch, and
much of VLhecontrol circuitry will beexternal to the SLM chip. Later versions could integrate this functionality
into the silicon SLM backplane [7], with a consequent gain in speed of the electronic control. Fibrechannel
protocols will be used as the physical and signal layers for communication, taking advantage of the emergence
of standards and the economies inherent in them. Arbitration with the switch will be implemented in software,
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a) A fully assembled 176x1 76 pixel b) The silicon substrate for the c) A photograph showing even rows
array device above SLM. The backplane size of the pixels switched on

in 10x10 mm

Figure 2. A silicon backplane ferroelectric liquid crystal SLM with 176 by 176 switchable pixel mirrors. The device is
built over a 10 x 10 mm silicon die. The OCPM will use a similar 64 x 64 pixel device.

both in the switch controller and the processing nodes. A processor will initiate a channel request and pass
it to the switch controller. Because of the minimum 10 gtsec latency as a liquid crystal shutter settles,
processors will be free to do other work until the switch controller acknowledges the availability of a channel
for transmission. Controller arbitration will take about 0.5 gtsec per request in addition. A single isolated
request would therefore be met in 10.5 p.sec, but reconfiguration of all 64 channels could take 42 p.sec for
the SLM to become available on all channels.
3. Performance evaluation
We have simulated the operation of the OCPM as a communications network. We assume that processors
demand random connections at normally distributed time intervals, and then send one packet. Channels are
acquired on a first-come first served basis. The simulated loading of the network is increased by reducing
the mean time between requests. The simulation applies the arbitration and switching latencies, and we
measure the throughput per channel assuming that communications proceed at 640 MBits/sec.
To send a message, the simulation Lalency in morow Thu" %

1. Waits for the transmitting processor to 3o 100
finish sending any other messages
(processor wait latency).
2. Waits a certain time for arbitration. - ....
3. Opens the switch to its destination,
with 10 g.sec settling time. 20 - --

4. Waits for a clear path to its destination
(channel wait latency). 15

5. sends the message at 640 M Bits/sec. 40
Figure 3 shows the simulation results 10 - -

with 8K bit packets, where 20'% of the
messages passed were 8-way multicasts, - 20
i.e. fanned out to 8 receivers. At low
loads, the latency is dominated by the
channel wait latency. At higher loads A ., 0...

(70% of maximum), throughput begins Load
to saturate, because mnessages build up in
the processor waiting to be sent, and the -- Throughpui % + Channel lat Proc lat
processor wait latency explodes,
degrading performance dramatically. Figure 3. Behaviour of latencies in the OCPM showing breakdown of

performance at 70% of theoretical maximum throughput.
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Figure 3 suggests that an OCPM using Lat,,j in ro,,,ds
multicasts, as in this simulation, is best run 35

at average loads of lower than 60%, i.e. 30 -- - --
below 384 M Bits/sec per processor.
Figure 4 compares the total message latency 25----- - - - -

as a function of throughput, for simulations 20
with different packet sizes, different
multicast probabilities, and different 15

arbitration times. It shows the performance
with 8K bit packets to be better that 16 K bit 10

packets. This is because the time taken to 5
transmit an 8K packet is 12.8 microseconds,
which approximates the switching time. We 00 5 15 20 25

also see the useful advantage that multicast S 10 1 202in5

brings to the throughput. Finally one
simulation uses a 5 microsecond arbitration, SKb"p +K +20%inufa -BK+5

delay which is intended to indicate a lower F 4
bound on performance for 8K packets. Figure 4. Some comparisons of OCPM performance.

4. Conclusions
Electronic switching of 150 M bits/sec channels in 85 nsec was demonstrated by one of us in 1985 1101.
Advances in design and technology now permit sub 50 nsec switching of more than 500 M bit/sec channels
in up to 16 by 16 crossbars. Such electronic technology is approaching its limits. The 64 by 64 optical SLM
described here gives this order of performance at the start of its development cycle.
The current restrictions on switching sppeds and inline switching of freespace optical mechanisms such as
the one used in the OCPM are not fundamental. Improved layout and materials could improve the switching
speed by at least an order of magnitude. In addition, solutions are possible which would permit inline
addressing using an extra matrix element to decode the optical stream and electronically switch within the
same SLM substrate [71.
In conclusion, therefore, the OCPM demonstrates a feasible approach to easing the communications
bottlenecks experienced in multiprocessor systems. The OCPM consortium plans to construct a partially
configured functional Optically Connected Parallel Machine by 1994 operating as described in this paper.
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terconnection density at each PE increases rapidly
I. INTRODUCTION with the interconnection neighbourhood size. This

has motivated us to investigate the application of
As the number of nodes within a parallel process- Fourier plane holographic interconnections to pro-
ing system is increased it becomes more difficult vide the interconnection for the SPE-4K system. The
to achieve a global interconnection between them. use of Fourier plane holograms in this way was first
There are however many examples of massively par- introduced by Jenkins et al [3] and has since been
allel processing systems for which global intercon- extended other authors [4,5]. One major disadvan-
nections are not required. Early vision processing tage in using CGHs in this way is that they result
operations such as edge detection and feature recog- in a fixed interconnection and so the interconnec-
nition can be performed by the use of a single in- tion pattern cannot be modified. In this paper we
terconnection pattern which is repeated in a shift- introduce a new system which allows reconfigurable
invariant manner over an entire array of cellular pro- shift-invariant interconnections between large arrays
cessing elements. Mead [1] developed a silicon retina of PEs of the type described above. The scalabil-
in which neighbourhood interconnections were per- ity of this system will be assessed and preliminary
formed electronically. More recently Ishikawa has de- experimental results will be presented.
veloped a high-speed prograi,'mable system for early
vision processing (SPE-4K) [2]. This system consists
of an array of 64 x 64 processing elements (PEs) each II. SYSTEM DESIGN
of which can accept optical input via a photodetec-
tor and provide optical output via a LED. Each PE The basic principles of this scheme are illustrated in
contains an arithmetic and logical unit (ALIU) which Fig.1. The optical system performs a convolution of
can perform 8 bit processing operations and which the input pattern f with a convolution kernel deter-
is electronically interconnected to the 4 neighbour- mined by the impulse response H of the hologram.
ing PEs. The instruction cycle time is 100 ns and This kernel is given by the optical Fourier trans-
operations such as edge detection can be performed form of the hologram transmission function h, i.e.
in 3.3 ps . The architecture of this system has been H = .F(h) where Y represents the Fourier transform.
designed in such a way that in future it, may be fab- Thus the output g is given by g = f 0 1t. The con-
ricated as single integrated device. This system may volution operation in Fig.1 is thus equivalent to the
thus be thought of as a scaled-up model of an inte- shift-invariant mapping of the input plane to the out-
grated high-speed optoelectronic parallel processing put plane with nearest-neighbour interconnections.
system. The hologram defines this mapping simultaneously

over the entire processing plane. If the input pattern
hf consists of an array of mutually incoherent sources

(such as a LED array) then the output intensity at
I IIa I the exit plane is given by the incoherent convolution

Ir*" teognm1 No of the input intensity with the modulus of the holo-Sgram impulse response (i.e. JgJ2 = ifJ2,, 1H 12I). This
requires that only the intensity response of the CGCH

grain imulse resonse (ie. sponse1 ~HI) Tin .1i,- (1H12 ) is determined and so greatly simplifies CGIt
design and fabrication.

Figure I: Convolution operation with a Fourier plane The optoelectronic parallel processing system ishologram. h polcrncprlllpoesn ytmi
shown in Fig.2. Each processing element (PE) con-
sists of a photodetector connected through an ALI

Although nearest-neighbour interconnections are rel- to a ILED as described earlier [2]. The interconnec-
atively simple to implement electronically the in- tion system essentially a folded version of Fig.l in
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to be 660 nm). A single period of the hologram is
represented by an N x N array of pixels, cach with
a transmittance value of ±1 [8]. If the neighbour-

CCI) hood size is m then the hologram must diffract light
into 7n x in diffraction orders. The holograin has
only a finite number (N2 ) of pixels and so the re-

,•,•ol quired diffraction pattern can be obtained with only
,exi •,,• a limited accuracy. It has been found [9] that rn

and N are related by N 2 = m2 /4( where f is the
expected deviation of each of the in2 diffraction or-

Soe LCTV OASLM ders from its required value. For a binary hologram
the diffraction pattern will be symmetric about the
origin. If an arbitrary interconnection pattern is re-

Figure 2: Shift-invariant optical parallel processing quired then an off-axis hologram must be used and
system (PD - photodetector, PE - processing ele- the number of pixels required to maintain the same
ment, BS - beam splitter), coding error ( will be doubled. From these consider-

ations we find that the neighbourhood size rn for an
which the output pattern is imaged onto the detec- a xis hologram is gi by rn s f or T s

tor plane with holographic shift-invariant intercon- o h

nection. In contrast. to the system shown in Fig. an important result in that it specifies the maximum

I the hologram employed here is reconfigurable A neighbourhood size in terms of the parameters of the

binary CGH function is calculated and is displayed optical system and the hologram design error f.

on the liquid crystal television (LCTV) as a periodi-
cally replicated pattern. This is then imaged onto B. Power and speed considerations
the ferroelectric liquid crystal (FELC) optical ad-
dressed spatial light mimodul 1'or (OASI,M) so that The modulation rate of the LEDs will be limited
the CGH function is copied into the phase trans- by the received power at the photodetector array.
mittance function of the OASLM. The OASLM thus The most greatest insertion loss arises from the fact
acts as a reconfigurable phase CGH. Reconfigurable that LEDs are almost perfect Lamibertian sources.
CG~ts have been implemented previously by the use Then insertion loss q is approximately given by q -_
of an electrically addressed SIM (EASLM) [6]. At I - cos2(l/2f) where I is the hologram aperture. If
present OASLMs have a significantly better reso- f = 100 mm and I = 50 mm then this component is
lution (a- 10pim [7]) than EASLMs and so greater -12dB. Other sources of loss include hologram diffrac-
diffraction angles are possible. Reduction optics are tion efficiency, intrinsic fan-out loss and excess losses
required to image from the LCTV (pixel size 2 80pm from absorption and reflection.
) to the OASLM.

C. Optical Resolution

III. SYSTEM SCALABILITY
The resolution of the system must be sufficiently high
that each optical channel can be defined without ex-

The scalability of this system is determined by var- cessive crosstalk due to diffraction. The smallest
ious constraints. These include the pitch of the aperture in the system will be the hologram aper-
LED/detector array x, the size pof asingle hologram ture (width 1). The output image g will therefore be
pixel at the OASLM, the interconnection neighbour- convolved with a sinc diffraction term which has a
hood size (convolution kernel support) m, the lens half-width equal to f A/i. If the width of the central
focal length f and the hologram width 1. lobe of the sinc diffraction envelope is to be less than

one-quarter of the LED/detector pitch x then we re-
A. Neighbourhood size quire I > 8f)•/z. Therefore the LCTV must have

8rn/v/2 pixels along each side.
The spatial separation of each hologram diffraction
order at the exit plane must equal the LED/detector D. Source line width
array pitch x. The width d of a single hologram
period is therefore given by d = fA/x where A is All previous calculations have assumed that a
the emission wavelength of the LEDs (here assumed
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monochromatic source is used. lEI)s have a rela-
tively broad emission spectrum and so the hologram
diffraction orders will be broadened. This broad-
ening will be most severe for diffracted orders fur-
thest fromt the zero-order. For all on-axis hologram 25 - Lrie-Width 11i11
the highest order will be located a distance mnx/2 20 .
from the zero-order. If the source line-width is AA m 15 - - 100jn,

then the maximum displacement Ax is given by I0
Ax = infAA/4d. If we require that this is less than 5
or equal to one quarter of the LFD/detector pitch x 1,,,,,1

then this results in the requirement that AA < 1 0 5 10 15 20 25 30 35 10 -15 50
P (plln)

E. System performance Iimnits (a)

'[he consequences of these factors are illustrated in 301 T

Fig.3. These graphs show the neighbourhood size 25 t., .-w.dt, imtt

as a function of the FEIC resolution limit p for a 20
variety of LED/detector pitches z. In Fig.3(a) it is in 15
a~ssumed that a 1 in focal length lens is used while inl 10
Fig.3(b) a more practical 100 min focal length lens 10
is assumed. The hologram design error ( is specified 5
at 0 .5% in both cases. The dotted vertical line at I0 0
pm represents the maximum resolution of currently 5 10 15 20 25 30
available FELC OASLMs and the dotted horizontal p (OAn)

line at in = 22 represents the maximum neighbour- (b)
hood size for a LED line-width of 20 nm. It can be Figure 3: Neighbourhood size in as a function of
seen that a neighbourhood size of in = 7 is the max- Figuresolutionborfor seze vas o dtctor
imum which is possible for the proposed system with OASLM resolution p for several values of detector

f =1 m and r =1 mm. In the future fabrication of pitch x with (a) f = 1 ni and (b) f = 100 urm.

PE arrays with a pitch of 100 pin should be possible used to simulate the detector plane. A shift-invariant
and so the same neighbourhood size may be obtained interconnection operation was performed by a non-
within a more compact (f = 100 mm) system. seperable binary CGII designed by simulated anneal-

ing [81 and fabricated as a photoresist on glass device.
Resolution considerations require that the LCTV has The hologram was designed to perform a 5 x 5 uni-
at least 560 x 560 pixels. This is approaching the form fanout operation and had a period size of 128
limit for currently available LCTVs. The total op- pm and an aperture size of 4 mm. The lens focal
tical losses within such a system will be very high lengths used were f, = 1 in, f2 = 100 mam. Fig.4
due to the small hologram aperture. An integrated shows the fanout operation which is performed when
system with in = 7, f = 100 mm and x = 100 pm a single I,ED was illuminated. The diffraction ef-
would have a total insertion loss of approximately - ficiency of the hologram was found to be 40% and
57 dB. If high brightness (5mrW) bEDs are used this the fanout non-uniformity was ±10%. The bright
will result in a received power of - 50 dB. This will zero-order was due to an incorrect CGH phase depth.
allow a frame rate of 107 frames/second with a 10-' Three I,EDs (shown in Fig.5(a)) were then used to
bit error rate and so these losses will not prevent high provide the input to the convolution system. Due
speed processing operations. to alignment errors there was a large variation in

the power received at the exit plane from each LED.
IV. PRELIMINARY EXPERIMENTS The insertion loss due to the small CGH aperture

was found to be -44 dB. Fig.5 also shows the con-
volution output together with the intensity profile of

In order to investigate the practicality of this sys- the fifth row. The left-most peak has a contribution
tem several preliminary experiments have been made from only one LED, the rightmost has contributions
with a fixed CGH1. The experimental system is shown from 2 LEDs and the central 4 peaks represent the
in Fig.1. The input was provided by a 2 x 2 ar- sum of all 3 I,EDs. It was found that after adjusting
ray of bEDs (pitch 5mm) and a CCD camera was
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x 20 to Ibe obtained. The svsteiii framie rate is pre-
dicted to be 10' frat ies/secoiId ( lintititd bv recei~e
power). R~econfiguJrat ion iii te will 1w dIcterii ined by

lie FICIA '/LCT`I*% update timue aind mray be litmited
~to video framue rates.

l':xperiiiieiutal invest igat ions have been imade withI
a LEDI array input and an in z-5 interconnect ion

(a) (b) ineighblour-hood size priovided by a fixed CGII A I-
bhough received1 power was low dIue to t lie smiall LIJA )

apertutre the intierconnlect ion error was less titan 5'/.
F~u rther work I s now required to imiplenient thle re-
cotifigurable svsteni.

WAc(kiowle(Igemift s

Figure '1: (a) Single LEl) Imnage, (b) after mui wtple 'Ili ologrami usehrewsdigdan]Fbctd
imagig wih CCI, (c ) nteisitvl~roile.in thle D~epartmaient of Physics. King's College ,ou -
imagng wth GH, c) ntenityprofle.don. I'K.
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1. INTRODUCTION

Planar optical technology offers a promising compact and robust approach for performing complex optical

interconnects for silicon VLSI and WSI circuits. A transparent parallel sided medium is mounted over the circuit

using solder bump mounts [1]. Arrays of reflection modulators or surface emitting laser diodes are imaged obliquely

via multiple reflections within the interconnect substrate (Fig 1) and via reflection holographic lenslets. routing

elements, microprisms and microlenses to arrays of detectors. Crossover and perfect shuffle interconnect patterns are

important for switching systems and already planar optical crossover interconnects using microprisms have been

demonstrated [2]. In this paper we describe the design and demonstration of holographic elements for performing two

dimensional folded perfect shuffles in a planar optical configuration. Optical demonstrations of the perfect shuffle

have used bulk lenses and prisms [3] but of particular relevance here are the demonstrations using arrays of 2x2

lenses [41 each of which both magnifies the original image and creates 4 overlapping copies of it. Such arrays of

lenslets can be recorded holographically and will perform the same operation [5]. To allow mass fabrication,

however, the hologram needs to be easily designed. fabricated and copied so binary, surface relief, computer generated

holograms are desirable. For a compact system the focal lengths of the lenses need to be -~cm which means that the

holograms have to be designed using Fresnel diffraction theory. For an input image consisting of small pixels only a

small lateral shift is required so the 4 foci of the lenslets need to be spaced about 60-250ttm apart. One approach is

to split the hologram plane into four and to place in each quadrant only a part of the hologram required for a

particular focus [6]. This approach is sensitive to the illumination intensity distribution and can be expected to yield

asymmetric foci. A second approach is to calculate the interference pattern due to all four foci and the illuminating

beam over the whole hologram plane and to threshold it to make it binary. This approach requires larger memory

capacity but has the advantage that regular smaller foci can be achieved and the design is robust due to its redundancy

[6]. Design equations have been derived [7] and normal axis, four-foci, reflecting, Fresnel lenses of this type have

been demonstrated [8]. Slanted axis 1:4 fanout reflection holograms of this type have also been described but they

were not configured for a planar optical implementation and their aim was simply for clock distribution rather than

imaging [6].

2. FOUR-FOCI SLANTED AXIS HOLOGRAM DESIGN

The hologram was designed to be a binary, reflective, amplitude structure operating at 633nm wavelength in a
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parallel sided quartz glass substrate of 6 mm thickness. In the metallised regions the light was to be reflected and in

the transparent regions transmitted. The refractive index of quartz glass at this wavelength is 1.457 corresponding to

a critical angle of 43.20 so to ensure transmission a smaller angle of incidence must be chosen and 300 was chosen.

It was noted that for such angles light polarised parallel to the surface gave slightly better transmittance. The

hologram was designed (Fig. 1) so that the focal length corresponded to two oblique traverses across the thickness of

the substrate. f=12mm. The 2f imaging distance corresponds to four traverses of the substrate and was chosen to

place the input array. hologram and output array on the same plane for ease of alignment. The interference pattern

was calculated between one 300 angled collimated beam from the source and four beams converging to point foci at

the required angles for a planar optical configuration. This was done by dividing the hologram plane into Ilim pixels

and in each pixel the intensity was calculated by summing the 5 beams taking account of their phases. The four foci

were chosen to be in phase on the focal plane and. for the first design, to lie in a square configuration of side 250p1m

and, for the second design. at the vertices of a rhombus of major diagonal 350"V2igm and minor diagonal

150Wh2 gm. The point sources were assumed to be isotropic and the inverse square dependence of amplitude on

distance propagated was neglected. The following equation was used to calculate the intensity of illumination on the

hologram plane at pixel location (x,y) neglecting any constant illumination term

AI(x,y)= £ cos(, - 0r)

where Oi is the phase at the hologram plane due to the ith focus and 0r is the phase due to the oblique collimated

beam. When Al was greater than zero the pixel was assigned to be reflective otherwise it was assigned to be

transmissive. This calculation was performed over a square of side 1mm which limited the memory requirement to

3.7MBytes for a GDSII format file. After fabrication of a chrome on glass mask by electron beam the pattern was

copied lithographically to give a reflective aluminium pattern on the quartz substrate. The patterns for the two

holographic lens designs are shown in figures 3(a) and (b) for the square and rhombus focal array.

3. PLANAR OPTICAL PERFECT SHUFFLE

The principle of the formation of the perfect shuffle is shown in figure 2. The hologram can be considered to consist

of a 2x2 multiplexed array of lenslets. Each lenslet images the input object array to the output but shifted by a

distance equal to the spacing of the focal points. First consider the square focal point array. If a square input array of

side equal to the focal point spacing is used as input then on the output plane one obtains four copies side by side in

a square configuration: each quadrant contains one copy (Fig 2). If the situation were reversed and an input array

consisting of four quadrants were placed at the input, by reciprocity all four quadrants would be superimposed at the

output. Now, if each input quadrant contains a 2x2 sub-array of illuminated pixels separated by one or more pixel

widths, each of side less than or equal to one quarter of the quadrant side, and if in each quadrant the sub-array were

shifted towards a different corner of the quadrant one could obtain the pattern shown in figure 4(a) for one choice of

shifts. Clearly when each of the quadrants are superimposed the 2x2 pixel arrays are interleaved performing a folded

perfect shuffle. Another choice of shifts would move all the 2x2 arrays together so that the central 4 pixels move
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together while yet a further choice would move them all apart. In any of these configurations the input array is not

regular. This was solved by arranging for the foci to be spaced so that the hologram performs the shifts itself. For

the choice of shifts shown in figure 4(a) two opposite foci are moved together by 100V/2Am and the other two are

moved further apart by 100V_2_ m to give a rhombus focal array. The experimentally obtained output for the square

focal array designs (Fig 4(b)) shows a perfect shuffled output in the central region of four by four pixels. This was

verified by covering the input pixels in turn and noting the missing pixels in the output pattern. In the experimental

results shown incoherent white light illumination was used which has the advantage that it gives reduced speckle at

the output and alignment is not so critical as the wavelength spread results in a range of focal lengths for the lens.

4. CONCLUSIONS

We have described the design of a four-foci, square focal array, 300 slanted axis, binary, reflective, amplitude.

computer generated holographic, Fresnel lens and have demonstrated its use in a planar optic imaging configuration

for performing a perfect shuffle using incoherent white light illumination. The design of a second rhombus focal

array. four-foci, Fresnel lens is described and shown for perfect shuffling a regular input array of pixels in the planar

optic configuration. Higher efficiency developments of the latter design for infra red wavelengths will be valuable for

perfect shuffle optical interconnects between regular arrays of modulators and detectors on VLSI and WSI circuits for

high speed switching systems. This work was supported by the UK SERC via the UCL Optoelectronic Rolling

Grant and by the Korean Government. The authors thank Dominic Godwin for helpful discussions.
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I. INTRODUCTION

There are man-; areas within optical telecommu- ,4
nications and optoelectronic information processing g '•u''
in which an optical space-switch is required to re-
configurably interconnect two arrays of optoelec-
tronic devices. The authors have previously de-
scribed a candidate optical space-switch which uses
holographic multiple imaging together with ferro- p,-•', H I W H

electric liquid crystal (FELC) spatial light modula- • •,4, ,o
tors (SLMs) [1,2]. This architecture is attractive in
that it will scale to allow the interconnection of more Figure 1: Schematic diagram of the matrix-matrix
than 200 channels, it is compact and may be imple- multiplier.
mented with currently available components. In this
paper we describe the implementation of a 25 chan- an N x N fan-out hologram but has a spatial fre-

nel version of this system. Experimental results are quency which is N times that of H1. This causes
presented together with a consideration of the impli- the original N x N beamlet array to be multiply im-
cations which these have for large-scale implementa- aged N x N times at the second FELC SLM (SLM2)
tions of this system. [5,61. This provides the interconnection weight ma-

trix and has N' x N' pixels. After the polarisation
The system described here is a development of the state of each beamlet has been modulated by SLM2
well-known vector-matrix multiplier crossbar switch. the array is recollimated and passes through a sec-
This was originally developed by Goodman et. al in ond analyser before being imaged once more at the
1978 [3] and has since been used widely in many op- microlens array. Each beamlet is individually colli-
toelectronic information processing systems [4]. The mated by a single microlens and then focused onto
scalability of this system can be greatly improved a photodetector by an array of N x N fan-in lenses.
by redesigning it as a two-dimensional matrix-matrix The matrix-matrix multiplication output is obtained
multiplier [2]. at the N x N photodetector array. The two fan-out

holograms in this system thus act as cascaded array
generators [7].

II. MATRIX-MATRIX MULTIPLIER.

Two major advantages are gained by redesigning the
A schematic diagram of this system is shown in Fig. I free-space optical crossbar switch in this way. By us-
[2] shemawitich interonncths N2yste ical howninels F ing holographic multiple imaging the fan-out opera-
[2]. The switch interconnects N 2 optical channels tion is spread over two dimensions and so the degree
which are arranged as an N ×< N array. Light en- of fan-out required for a single dimension is reduced.
ters the system as a polarised Gaussian beam which Thus a 256 channel crossbar requires a I to 256 fan-
illuminates the Fourier plane array generator (fan- out operation for the vector-matrix multiplier but
out hologram) Hi . This creates an array of N x N only a 1 Io 16 x 16 fan-out operation in the case of
Gaussian beamlets, each of which illuminates a single the vector-matrix multiplier. Holographic fan-out of
pixel of the electrically addressed ferroelectric liquidcrystal (FELC) spatial light modulator SLM1. This up to 128 x 128 has been reported [8] and so such

an operaiion is feasible. The second advantage is
SLM provides the input to the switch. After pass- that optical signals are propagated through the sys-
ing through an analyser (not shown) the modulated tem as aim array of Gaussian beamnlets. If the SLM
beanlet array is recollimated and illuminates a sec-
ond Fourier plane array generator H2. This is also pixels are sufficiently large then a single beamlet will
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diffraction from the edges of the pixel. It has been .

shown that diffraction of this type can seriously re
duce the scalability of optical interconnection sys . t

pl UUWtems [9]. These factors allow a very small SLM pixel Li U t , .
pitch to be used and so in principle a very compact a
system may be constructed. Studies of this system A.& PD

suggest that optical constraints should allow a 256 , ,
channel system to be implemented within a cylin-
der with a diameter of 1.7 mm and a length of 26 Figure 2: Experimental system.
mm [2]. Practical considerations of SLM fabrication 128 x 128 electrically addressed FELC SLMs manu-
and power dissipation may require a system that is factured by STC Ltd (now BNR). These had a pixel
somewhat larger than this however, size of 165 pm. Two microcomputers were used to

control the SLMs.

III. EXPERIMENTAL
IMPLEMENTATION C. Contrast ratio and insertion loss

The effect which the holograms had upon the sys-

A. Hologram fabrication and evaluation tem contrast ratio was measured. It was found that
when the SLMs and polarisers were absent the holo-

A 25 channel version of the system described above grams and lenses caused an 11 dB reduction in the

requires two 5 x 5 fan-out holograms. A 5 x 5 non- extinction ratio of the system. The contrast ratio of

separable binary fan-out computer generated holo- the two SLMs was also measured. When all pixels in

gram (CGH) was designed by use of the simulated SLMI were in the 'on' state the contrast ratio for a

annealing algorithm [10]. This hologram had a simu- single pixel at SLM2 was found to vary between 35

lated diffraction efficiency of 70.0% and an intensity and 70. When all pixels at SLM2 were switched to
non-uniformity of 0.3%. The design was then fab- the lontrast ratio at SLMI was found to be ap-
ricated directly as a resist-on-glass pattern by use proximately 35. The specified contrast ratio for the

of a direct-write electron-beam plotter. Two holo- SLMs was greater than 150:1. In order to achieve this

grams with period sizes of 320 pm (Hi) and 64 pam however it is necessary to synchronise the optical sig-

(H 2 ) were fabricated. The width L of both holo- nal observation with the 'pause' period of the SLM
grams was 2mm. The experimental fan-out non- addressing signal. It was not possible to perform this
uniformity of the two holograms was found to be operation simultaneously with both SLMs. The con-

8.5% with a diffraction efficiency of 70%. The degra- trast ratio was also found to depend critically on the

dation in image resolution caused by the holograms alignment of both SLMs with the cascaded beamlet
was determined by multiply imaging a resolution test array.

chart. It was found that a 20% loss in resolution oc- The excess insertion loss of the system was found to
curred when compared with the resolution obtained be -23 dB. All the glass surfaces were uncoated and
by imaging wiLh an aperture of the same dimensions. so would have contributed a predicted excess inser-

tion loss of 4.3 dB. The predicted excess insertion loss
B. Ezperimental system of the holograms and of the SLMs and the polaris-

ers was estimated at 15dB. Therefore 3.7 dB excess
The experimental matrix-matrix interconnect sys- insertion loss was unaccounted for. One possible un-
tem which was constructed is shown in Fig.2. This measured source of loss is the scattering of light by
is very similar to the system shown in Fig.1. In the the holograms into unwanted polarisations.
experimental system the complete fan-in stage was
not implemented. Light from a single sub-array at D. Switching operation
SLM2 was collected into a photodetector in order to
obtain the matrix-matrix multiplication result for a Fig.3(a) shows the multiple imaging of a 5 x 5 input
single output channel. The full switched image at pattern presented at SLMI when all pixels at SLM2
SLM12 was also observed at the CCD camera. All are set to 'on'. By adjusting the state of the pixels
the lenses used were f/3.3 achromatic piano-convex at SLM2 different channels can then be switched on
with a focal length of 100 mm. The SLMs used were
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The use of anti-reflection coatings will greatly im- graphic interconnect- for parallel processing sys-
prove the performance of this system. In the present tems' (HIPPS). The authors are grateful to British

system a significant proportion of the incident light Aerospace pic and British Telecom plc for sponsor-
is lost due to unwanted reflections. This scattered ship which supports their work. The authors would
light will reduce the SNR of the system. The use of like to thank Bill Crossland of BNR Europe for assis-
antireflection coatings should also improve the uni- tance with the SLMs and for much useful discussion.
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This work is focused on reconfigurable optoelectronic interconnection networks: networks con-
structed of optical waveguides in which messages are switched or routed by means of optoelectronic
devices [Goo89]. The dichotomy between the bandwidth of the optical channels which carry in-
formation through these networks and the performance of the electronic controllers and decoders
which determine the routing and destination of those messages is a significant bottleneck. In these
networks, addressing and control are implemented jointly as message routing. Unlike addressing,
routing considers not just the destination of a message, but also its path, and the network resources
needed for that path. Any routing strategy represents a tradeoff between explicit addressing and
global control. In most systems, explicit addressing dominates this tradeoff. In other words, source
nodes drive the control hardware which arbitrates resources to create the message path.

In this paper we present an alternative in which the control system dynamically allocates re-
sources based on global knowledge of the message traffic. Thus, rather than transmitters present-
ing addresses to the network, the network establishes a set of paths and presents these to the
transmitters and receivers. Since most interconnection networks cannot provide all possible paths
simultaneously, the issue in these routing strategies is to allocate the network resources such that
they consistently meet the needs of the current message traffic. If a sequence of network config-
urations exsist which meet the needs of the current message traffic, then control operations will
only be required to tranform this sequence to track the changes in this traffic. The locality which
is inherent in the message traffic, suggests that such changes will occur slowly relative to the total
volume of message traffic. Thus the performance of the control system can be decoupled from the
message throughput of the network.

Network Model

The general structure of a communication network based on this paradigm is shown in figure 1.
Let INET in this figure be an n x n interconnection network connecting a set I of n input ports to
a set 0 of n output ports, and let pio = (i, o) E I x 0 denote the path between a specific input
port i E I and a specific output port o E 0. We assume that the INET may establish any of the
possible N = n 2 paths, but that it cannot establish them simultaneously. Thus, INET may be a
bus, a multistage interconnection network (MIN), a wavelength division switched (WDS) star, or
any other type of interconnection network. Within an INET, we define a mapping, M, to be a set
of paths that can be established at the same time without conflicts in the INET. For each mapping
M there is a corresponding state S which represents the configuration of the network (i.e., switch
settings, detector tunings, etc.) corresponding to that mapping.

Since the establishment of two paths at the same time in an INET may cause conflicts, not
every set of paths is a mapping. We refer to the establishment of all the paths in a mapping as the
realization of the mapping. Given a set of paths P C I x 0, it may not be possible to realize all paths
in P at the same time without conflicts. However, P can be partitioned into several mappings,
P = MI U M2 U ... U Mi. Each mapping Mi, i = 1, 2, ..., t, may be realized in sequence.
Given that each mapping has a corresponding state, the set of paths P may be implemented as an
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State State Generator)
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POA

INET

Figure 1: General Interconnection Block

ordered sequence of states, [S1 , S 2 , ... , St] where t is the length of the sequence.
Returning now to figure 1, the state generator block is responsible for generating the current

state sequence. The control algorithm, which determines the sequence, runs in the state trans-
former. The current state of the network is also communicated to each of the transmitting nodes.
Thus, a transmitting node waits for the network state corresponding to a mapping which contains
the required path. When such a state is detected, the node transmits its message. If no such
mapping exists within the current state sequence, the control algorithm modifies the state sequence

to include a mapping which supports the requested path. In the next section we show that this
modification operation can be modelled directly by a page replacement operation in virtual memory
system or cache manager.

Routing as selection in a virtual connection space

We draw a direct analogy between the routing problem for reconfigurable multiprocessor intercon-
nection networks and paging in virtual memory systems. The correspondence between the two is
summarized in table 1. As shown in table 1, connections in a fully connected network can be viewed
as the analog of memory locations in a complete virtual address space. Just as a physical memory

supports a subset of the virtual address space, so a switched interconnection network implements a
subset of connections from the fully connected network. Physical memory is shared and reused to
create the illusion of large virtual memory space. Similarly, a switched network can be reconfigured
to emulate the functionality of full interconnection.

The analogy also extends to addressing. The unit resource in a memory system is a single
memory location. In a communication network the unit resource is a single connection path. In
memories, an n - bit virtual address defines an address space of 2' = N addressable locations.
Paging divides this address space into k pages, each of size m locations such that N = m x
k. In communication networks, a full interconnection network for n sources and n destinations
provides n x n = N interconnection paths, i.e., N unique source-destination pairs. While an
arbitrary switched interconnection network may establish any of these N paths, it is only capable
of connecting a subset of m paths simultaneously, giving a particular configuration. In order
to enumerate all possible paths, a sequence of k different configurations is required, such that
N = m x k. Just as at any given time, a subset of the k pages resides in physical memory to satisfy
the current set of memory requests, a communication network needs only to sequence through a
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subset of configurations to satisfy the current requests for paths.

Entity in Virtual Memory in Communications Network
Addressing Space Virtual Address n x n connection space
Shared Resource Physical Memory Mapping sequence
Sharable Unit Page Mapping
Addressable Unit Memory Location Path

Table 1: Summary of Virtual Memory vs Switched Interconnection Analogy

Virtual memory systems work because the principle of locality states that if a working set of
pages is made available to a group of programs, that set of pages will change slowly over time.
By extension, if a sequence of configurations is sufficient to support all of the current traffic in
an interconnection network, so will that sequence change slowly over time. Thus, we can use the
principle of locality to decouple the performance of control algorithms for interconnection networks
from the latency of individual messages. The control algorithm needs only to perform in tLe time
frame of locality changes, not in the time frame of individual message traffic. This is a key concept
for high bandwidth optical interconnection networks. Since the routing decisions in these networks
are most often made by electronic controllers, the performance of these controllers represents a
significant bottleneck. By exploiting locality, message routing can be reduced to a problem of
providing a repeated sequence of configurations to the network. Control becomes a problem of
transforming that sequence to track the changes in the locality of message traffic.

Examples

Figure 2(a) is a multistage interconnection network (MIN). In this network, a unique path can be
established between any input port and any output port. Along each path, there are log n switches.
one at each stage. In order to establish a path, each switch along the path has to be set properly to
either a "straight" or a "cross" state. Other switches in the network can be in either state without
affecting the path. Therefore, in any mapping there will be exactly n paths. Given a mapping.
it is straightforward to find the state S that realizes the mapping. Once the set of mappings is
(letermined, the state generator outputs the sequence of states which establishes the mapping for
all current paths. As described earlier, each transmitter monitors the output of the state generator
and waits for a mapping which contains the requested path.

Should a path be requested which is not contained in the mapping sequence, the state trans-
former must replace one of the mappings which a new mapping which contains the required path.
In most cases this will require the preemption of paths in the mapping to be replaced. Just as in
optimal page replacement, the optimal algorithm for this selection is one which choses the mapping
with paths needed most distant in the future. Random, FIFO, LRU, or NUR algorithms can all
be applied in this context.

Another example shown in figure 2(b) is a wavelength division multiplexed star network. A
variety of interconnection protocols exist for these nets [Dou91]. For this example, we assume the
most general case in which any of I transmitters may communicate with any of 0 receivers on
any of W wavelengths. In other words, transmitters and receivers are independently tuned. Since
in general I W 1•_ min(I 1 ,I 0 1), we further assume that any transmitter or receiver may be
effectively "turned off" such that it will ieither transmit or receive. Under these assumptions, a
path consists of a triple (i, o, w) E I x 0 x W and a mapping consists of any realizable set of
paths such that each path communicates on an different wavelength. The state S corresponding
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(b) (c)

Figure 2: Two Interconneetion Networks

to each mapping is therefore a collection of transmitter and receiver tunings. In this case the state
generator outputs a sequence of mappings by assigning a wavelength for each path in the mapping.
Each source nodle monitors the state for an assignment of a wavelength to its transmitter. When
such a wavelength is assigned, the message is sent using the current mapping. Receivers must
also monitor the state for wavelength assignments. In protocols which require the identification
of the sender, they must also monitor the state to discover the transmitting node to which that
wavelength was assigned. This is the general case, a number of simplifications are also possible.
For example, either the transmitters (or receivers) could be assigned fixed wavelengths and only
the receivers (or transmitters) could be tuned by the state generator.

A significant issue in sequence transformation for both of these examples may be latency of the
transformation operation itself. For this reason we have also considered hierarchical algorithms. In
these dlesigns. a local algorithm makes rule based transformations in one step. Simultaneously. a
global algorithm monitors overall traffflc and update the local rules accordingly.
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Introduction operations such as NOR gates in a single stage.
The asymmetric interaction between two or- We are using these logical primitives to design a

thogonally polarized, self-focusing spatial soliton new class of 3-dimensional optical architectures
filaments in a slab waveguide of nonlinear Kerr that rely on the space-time flow of light bullets
media can result in the spatial dragging of a in analogy to 2-dimensional systolic arrays.
strong pump beam by a weak signal wave. As a
result, the strong pump is transmitted as a sta- Filament Dragging
ble filament when the weak signal is not present, Two spatial solitons propagating at different
and in the presence of the weak signal wave it angles can interact in a nonlinear medium re-

is dragged to the side by more than a beam sulting in a switching phenomena.r8] When two
width so that it can readily be blocked by an ap- orthogonally polarized spatial soliton filaments
propriate aperture. This dragging interaction is collide in a nonlinear medium, each soliton shifts
stronger than spatial soliton collisions,[1',2,3] and to the side without altering the original direc-
as a result absolute gain is achievable. High tion of propagation. Experimental demonstra-
speed, phase insensitive, cascadable logic oper- tions of spatial soliton collisions producing spa-
ations, such as NOR gates, can be realized with tial shifts,['l spatial soliton trapping,(21 and phase
this technique by dragging a pump filament in sensitive attractions or repulsions,[3] have re-
successive stages by any of several inputs, just cently been reported. These interactions have
as in the Islam temporal soliton dragging gate.[4] been suggested as mechanisms for a photonic
But in this case the massive parallelism of free- switch, however no gain was demonstrated by
space optical systems can be exploited, and en- any of these methods. This is because in these
hanced nonlinearities can be utilized, dramati- conventional symmetric collision, the effects be-
cally decreasing the latency of the Islam gate. fore and after the collision are in the opposite di-

Unfortunately, the self-focusing effect is not rections and may nearly cancel, resulting in only
stable in two dimensions, and beam breakup is small shifts of both spatial solitons.
usually unavoidable during self-focusing of circu- In this paper, we investigate a different in-
larly symmetric beams, so slab waveguide con- teraction geometry in which the two orthogo-
finement in one of the transverse dimensions is nally polarized input beams are brought into co-
conventionally required in order to stabilize the incidence at the boundary of the nonlinear slab
filamentation. However, the self-focusing again waveguide. The intensity profiles overlap at the
b)ecomes stable when the additional dimension of input to the nonlinear medium, but the two fila-
temporal pulse compression is added to the two ments are launched at different angles. By bring-
transverse dimensions of self-focusing, resulting ing the two beam profiles into coincidence pre-
in stable "light bullets" in 3+1 dimensions.[`-l ceding the nonlinear medium, the only force on
These light bullets can act as the carriers of digi- the pump spatial soliton is to the left, and the
tal information and control signals, and can scat- signal filament is dragged towards the right, re-
ter off each other in spatial and temporal drag- suiting in much larger shifts of both beams and
ging interactions similar to the 1-dimensional the control of a large pump soliton by a smaller
gates. Multidimensional dragging allows the signal soliton which leads to gain. The two spa-
light bullet gates to perform logically complete tial solitons are now pulled towards each other
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Figure 1: a) Independent propagation of a weak tilted e-polarized signal soliton and a strong
o-polarized pump soliton, b) Simultaneous propagation of the two orthogonally polarized spatial
solitons results in the dragging of the pump by the weak signal due to cross phase modulation.
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Figure 2: Pump output power passing through the output aperture, and resulting gain as a function
of the signal and pump input powers.

so that they will orbit around each other's tra- from the pump will drag the pump by m/(n + 1)
jectory. Thus they continue to interact for the beam widths. A simulation of this spatial drag-
entire length of the nonlinear medium, result- ging interaction is shown in Figure 1, where the
ing in large dragging of the pump by the signal, weak orthogonally polarized signal beam can be
changing its angle of propagation in the nonlin- seen to drag the strong pump by more than a
ear medium. The amount of dragging of one beam width. This simulation showed an invert-
beam by the other is proportional to their rela- ing gain of 4 and contrast ratio of 23:1. The
tive power, when the powers are equal, it is to be limits on the gain are imposed by the minimal
expected by symmetry that the direction of prop- power that the signal beam can have and still
agation of the combined soliton pair will be the form a stable soliton filament, and the maximum
bisector between their initial directions of propa- power that the pump can have and form a higher
gation. Gain is achieved by letting a small signal order spatial soliton that will not break up or
drag a large pump by more than a pump beam induce other competing nonlinearities in its pe-
width so that it can be blocked by an opaque riodic high intensity foci (eg. Raman, Brillouin,
aperture. This is natural for this interaction ge- 2-photon, etc). Absorption also limits the gain,
ometry, since a small signal filament of one nth while index saturation can increase the achiev-
the power of the pump that is propagating at an able gain by allowing the stable propagation of
angle that is m resolvable beam diameters away larger pump solitons. Simulations of this soliton
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Figure 3: Cascading of the output of one soliton dragging stage as the input to the next stage
producing a logical restoration with gain. a) Zero input signal, b) One input signal.

dragging interaction for a wide variety of input element. Similarly, the dragged output from the
signal and pump beam powers, as well as for sat- first stage can be used as the pump input to the
urating and nonsaturating nonlinearities, vary- second stage which can be dragged by the signal
ing absorption, and different grazing angles have applied to the second stage, producing a phase
been performed, and the achievable gains, con- insensitive logical NOR at the output aperture
trast ratios, throughputs and differential gains of the second stage.
have been investigated and will be presented at
the conference. An example of the pump output Light Bullets
power passing through the output aperture and In media that have both a positive Kerr non-
the achievable gain plotted as a function of the linearity (n2 > 0) and anomalous dispersion (neg-
input power in the signal and pump is shown in ative group velocity dispersion), a pulse can col-
Figure 2. lapse in both space and time forming a stable

"light bullet" in 3+1 dimensions.Ys-] With dif-
Cascading gates ferent combinations of the signs of the nonlin-

The undragged pump from a spatial soliton earity and the dispersion, it is possible to con-
dragging gate that passes through the output struct dark bullets and other soliton solutions.
aperture can be imaged onto the input of a sub- These collapsed optical pulses have high peak-
sequent stage and used as its signal input. Beam powers but small total energies, making them at-
propagation simulations of a cascade of two such tractive for computing applications. These soli-
soliton dragging gates with an intervening region tons should be able to interact in the same way
of free space, and a holographic lens is shown in the one-dimensional spatial and temporal solil-
Figure 3. The second stage is pumped by an tons do. In this case, however, there are three
auxiliary beam with a polarization orthogonal possible dimensions in which to drag (two trans-
to the pump in the first stage. Since the output verse in space and one time dimension) result-
pump that passes through the aperture is the ing in a much richer framework for possible logic
logical inversion of the input signal, two stages gates. A beam propagation simulation of a pro-
of soliton dragging gates can be used as a logical jection of a light bullet propagating in a linear
signal restoration, or with feedback as a memory and a non-linear media is shown in Figure 4.
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Figure 4: Comparison of linear versus light bullet propagation, calculated with beam propagation
in the group velocity coordinate frame. The displayed fields are projections of the 3-D numerical
solutions displayed to scale as a travelling wave movie. The initial condition is the theoretical 3-D
spatial soliton eigenstate, and is only marginally stable because of the boundary absorptions.

The formation of a light-bullet approximately ity, input-output isolation, and phase insensitiv-
51/mx5/tmxl1y0m can be observed in the non- ity has been proposed and numerically demon-
linear media. strated. This spatial soliton dragging gate and

its extension to 3-D light bullet dragging opens
Architectures up numerous new architectural possibilities for

The design of circuits and architectures for computing in 3-dimensions that may allow the
soliton logic is at an early state of development, realization of ultra high performance digital op-
although a decoder has been designed for the 1-D tical computers.
symmetric soliton collision gate.[8l Since the log-
ical interaction between solitons can occur any- References
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bullets, dragging is possible in either of two space tal spatial soliton trapping and switching,
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1. Introduction
Digital electronics is a relatively mature technology, and is approaching fundamental limits in terms
of density and speed. Historically, there has been a hope that the use of optical logic gates and optical
interconnects will improve these limits. Unfortunately, it is not certain that the use of optics at the
gate level will improve density, and in fact, the packing density of optical logic gates may actually
be less than the packing density of electronic logic gates due to diffraction and thermal limitations
[1]. The greatest single limitation to packing density for electronics is the complexity of the
interconnects, and this limitation may be relieved through the use of free space optical interconnects
at the component level. Optical interconnects may thus improve system density for an opto-
electronic computer, even if they do not offer an advantage at the gate level. Even at the gate level,
however, optics can improve density in the sense that it is possible to achieve greater computing
power with fewer logic devices through the use of reconfigurable interconnects.

A digital computer provides hardware for all operations that may be needed during the course of
computation, even though only one operation is needed at a time. As a result, much of the hardware
of a conventional computer is underutilized. If information is known about the hardware that a
computation needs before it is used, then greater efficiency can be realized through a mechanism that
reconfigures the computer during operation. The work reported here supports the opportunity to
increase the performance of digital computers by reconfiguring gate-level optical interconnects to
suit the changing needs of computations during execution.

2. Reconfigurable Logic
A potential improvement that reconfigurable optical interconnects offer that affects a broad range of
processors is to tailor the size of the processor to match the changing needs of the computation being
performed. Observations that most of the instructions that are executed in general purpose computers
are simple (such as MOVEs) and involve few stack manipulations for subroutine linkage motivated
the development of reduced instruction set computers (RISCs) such as the SPARC and RISC II. A
related observation is that memory references tend to be localized, which led to the development of
cache memories, in which the fraction of code that is active is kept in a small fast memory that is local
to the processor. The result is a significant improvement in performance for a small increase in cost.

In addition to locality of reference which applies to memory references, there is also functional
locality [1] which applies to instructions executing on a processor. The concept behind functional
locality is that only a fraction of the hardware in a processor is used for a given interval of time, and
that there is repetition within that interval. In support of this idea, we have taken measurements of
instruction execution on running programs. What we have found is that even when a RISC processor
with a small instruction set is used, that just a fraction of the available instructions are needed. For
example, only 60 out of 180 available instructions might be used in a typical SPARC program. This
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is a previously known result. What we have observed that is significant here is that if we consider
implementing just a few instructions at a time, say for example, 50% of the total number of different
instructions needed in a program, then we can often achieve a hit ratio that is much greater than 50%,
ranging between 85% and 97% for the samples we have taken. We take our measurements by
generating a trace of instructions in the order that they execute, and then sliding a window of size N
over the trace, which represents the N instructions that are simultaneously implemented in the
processor at a given time, and then recording how many times an instruction is needed that is not
currently implemented. The interconnection pattern for the instruction that generates the miss is then
brought into the processor, at the expense of the interconnection pattern for some other instruction.
As a result of these findings, the development of afunction cache [2] has been proposed in which the
most recently used hardware is kept in the form of interconnection patterns in a high speed section
of a processor. A processor that supports functional locality must provide for gate-level reconfiguration,
which motivates the case for gate-level optical computing as discussed in the next section.

3. An Optical Computing Model
A simplified form of the optical computing model considered here is shown in Figure 1, which
originated at AT&T [3]. The model consists of arrays of optical logic gates interconnected in free
space. The more general form of the model includes greater complexity in the logic arrays, such as
electronic processing elements with optical I/O ports (smart pixels). For the simplified gate-level
form, binary 1 's and O's are represented as intensities of light beams, and masks in the image planes
block light at selected locations which customize the interconnects to perform specific logic
functions. The system is fed back onto itself and an input channel and an output channel are provided.
Feedback is imaged with a single row vertical shift so that data spirals through the system, allowing
a different section of each mask to be used on each pass. The gate level interconnects are assumed
to have a regular pattern such as a perfect shuffle or a crossover, which are used experimentally in
a number of AT&T optical processor testbeds [3, 4] and in a processor under development in the
Photonics Center at Rome Laboratory. The reason for using regular interconnects at the gate level
is to allow the beams to share the same field of a single lens. If we choose to use irregular

Interconnect Mask Logic

input
S"Output

OR OR OR NOR

Figure 1: The AT&T optical computing model.



OFB3-3 /311

interconnects instead, then each channel requires a separate imaging system. This can be achieved
through holography or through micro-optic fabrication techniques, but the small diameters of the
resulting lenses limit propagation [ 1 ] due to diffractive coupling between neighboring channels. The
two extreme cases that are characterized by trade-offs between regular and irregular interconnects
do not necessarily exclude one another. In fact, a combination of the regular and irregular
approaches, which are loosely representative of space-invariant and space-variant approaches,
respectively, may support dense packing of devices while balancing the limitations imposed by
practical realizations.

There is no need for the customizing masks to remain fixed, and in fact, they may be implemented
in any of a number of ways, such as with ferroelectric liquid crystals, matrix addressable logic arrays,
or through beam steering elements. In a very simple form, a reconfigurable logic/interconnection
component (RELIC) consists of independently addressable optical logic gates and static optical
interconnects. Reconfiguration at the gate-level is obtained by selectively enabling or disabling logic
gates. Design methods based on this model have been previously developed as described in Ref. [5].
A RELIC may compete with existing electronic field programmable gate arrays (FPGAs) such as the
Xilinx [6] line of reconfigurable components. The internal configuration of a Xilinx chip is shown
in the left side of Figure 2. A number of programmable logic arrays (PLAs), shown as rectangles,
are interconnected through an embedded arrangement of crossbar switches. The PLAs contain
lookup tables (LUTs) for two seven-variable Boolean functions, and provide two bits of internal
feedback to the LUTs. Each PLA generates two one-bit outputs. A small number of channels (five
shown in the figure) pass through each crossbar in horizontal and vertical directions. The LUTs and
crosspoints of the crossbars are configured by loading static flip/flops, one per decision element (or
crosspoint). The Xilinx chips are popular in the area of rapid prototyping, in which a hardware
implementation of a target processor is realized with reconfigurable components, but at a greater cost
and with reduced performance than with a custom hardware design. Commonly, Xilinx chips are

IIIII I~II Il

Progranmabje
PLA -ak g,

Programmab Long range

crossbar IIIII interconnects Optical
perfect
shu 

l s

Output ports

Figure 2: Internal configuration of aXilinx chips(left); gate-level configuration of RELIC (right).
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used in end-products rather than just in transition hardware, particularly when production quantities
are small (less than 1000 units) and when performance is not a significant goal.

With regard to reprogrammability, the Xilinx line is very flexible, but the user is forced to decompose
large circuits into a number of interconnected one-bit circuits. This often unnatural decomposition
sacrifices performance. For example, a ripple-carry adder maps well to the Xilinx approach, but a
fast parallel adderdoes not. As an illustration of why this is the case, consider again the general layout
of a Xilinx chip shown in the left side of Figure 2. The chip is clustered into one-bit logic units and
narrow communication channels. Although it is possible to create a gate-level switching matrix that
allows a user to modify interconnects at the gate or component level, it would be nearly impossible
to maintain a clock speed of 50 MHz (a typical Xilinx internal clock speed) due to the enormous
wiring complexity of such a chip. The RELIC approach allows gate-level and component-level
interconnects to be allocated as needed, without causing a large increase in wiring complexity.

4. Conclusion
Anticipated benefits of reconfigurable interconnects include the development of self-modifying
hardware that improves performance through use, and the ability of a computer to support complex
operations in a relatively small volume. In order to exploit this capability, reconfiguration at the gate
level is necessary, which may be achieved with all-optical logic.

The work reported here is jointly supported by the Air Force Office of Scientific Research and the
Office of Naval Research under grant N00014-90-J-4018. The initial exploration that led to the
function cache work was supported by the Strategic Defense Initiative Office under contract F49620-
91 -C-0055, which was administered through the Air Force Office of Scientific Research. The author
expresses his thanks to Eugen Schenfeld at NEC for discussions on the Xilinx chips.
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Modified Signed-Digit (MSD) computing is an effective parallel processing method
which is very suitable for optical implementation. The MSD arithmatic [1] was first introduced
to optical computing by Drake et al [2]. Recently, several MSD related symbolic substitution
approaches and higher-order MSD algorithms have been presented [3-9]. The symbolic
substitution approaches offer an effective method to realize MSD computing and the higher-
order MSD algorithms result in a reduction of the number of operation steps and an increase in
processing speed. Although several optical systems based on linear or nonlinear optical elements
have been proposed, many of them suffer drawbacks such as complicated optical set-ups or small
spatial bandwidth products. In this paper, we present two novel optical implementations of the
three-stage MSD algorithm. In the first approach, space-coding and multiple imaging via optical
fan-out elements (OFE's)[j10,11] are utilized. In the second approach, wavelength-coding [12]
and four wave mixing [13] using photorefractive medium are utilized. Compared to other
approaches, our first method has the advantages of larger throughput, higher operation speeds,
and easier realization. As well, the advantages of our second method include simple structure
and fiber parallel transportability of its 2-Dimensional signals.

A unique aspect of MSD is that it operates on a ternary numerical system composed of

the numbers 1, 0, 1, thus making it carry-free [1]. For a three-step MSD algorithm, subtraction
operations can be converted to addition operations by means of a complement code. Further,
division operations can be converted to multiplication operations by means of parallel
convergence division [3]. Finally, any addition operation can be implemented by using four
types of transformation rules T, W, T, W' , and twice shift operations, and any multiplication
operation can be implemented by using one type of transformation rule M and certain addition
operations. Representations of the triple-rail MSD encoding in our approach are given in Figure
1. In (a), space-coding of Ai and Bi is utilized to represent the MSD values, and in (b)
wavelength-coding of Ai and Bi is utilized to represent the MSD values (i denotes the digit
location of the MSD's). In this fashion, one can formulate any one of 3 x 3 = 9 bright sub-pixel
locations in the space-coding or 9 pairs of different wavelengths in the wavelength-coding by
overlapping Ai and Bi. For n-digit MSD's operation, 9n sub-pixels in the space-coding or 9n
different wavelengths in the wavelength-coding are required.

To implement the spatially coded optical MSD computations, we present the
experimental set-up shown in Fig. 2. In this scheme, a plane wave is incident on overlapped
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input masks A and B which are the coded patterns of two operators according to the numerical
representation system described in Fig. 1 (a). The optical beam carrying the input signal then
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(a) Space-coding of MSD, triple-rail coding (left) and nine sub bright pixd locations (right)
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(b) V&velength-coding of MSD, triple-rail coding (left) and nine pairs of wavelengths (right)

Fig.1 Coding approaches

propagates through a Dammann grating which serves as the OFE. The grating generates 3 x 3
angularly multiplexed copies of the input signal. Following this, the beam is split into three sub-
beam paths using standard beam splitters (BS). In each of these three paths, the sub-beams are
Fourier transformed and brought to pass through their respective Kernel filters (Kj, j=1-3).
These Kernel filters act as spatial filters, selecting specific angular copies of the input signal.
The spatially filtered beams are then allowed to propagate through decoding masks (Dj, j=1-3)
which act as image-plane spatial filters the same as in the triple-in shadow-casting logical
operation [14]. In this set-up, each sub-beam path processes a portion of the transformation (e.g.
T), and the combination of these results provides the whole transformation (e.g. T). As
mentioned, the various transformations are then utilized to realize various mathematical
operations. The output of the system then contains a similarly coded information pattern found
originally in either mask Ai or mask Bi, depending on the particular beam splitter alignments at
the output port. Each of the transformations T, W, T', W', and M require three different Kernels
(KI, K2, K3) to complete the operations. These Kernels are placed in the OFE's Fourier plane
and are given in Figure 3. The transmission of each of the Kernel elements determines which of
the multiple images contribute to the final output. Figure 4 gives an example of the first stage of
an addition operation in the three-step MSD algorithm. In Figure 4a are two inputs A and B.
These would then be spatially coded according to Figure 1(a). The theoretical and experimental
results of the first stage (the T and W operations) are then shown in Figure 4b and Figure 4c
respectively. The second and third stages would then follow the algorithm as discussed in
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reference one. The coding information in the experimental results is chosen to be the same as
that in mask Ai.

OUTPUTS
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Fig.2 Optical set-up to implement
space-coding MSD computing Fig.3 Kernel Configurations

An important system parameter to consider involves the achievable information
throughput of the space-coding method. Information throughput will be affected by two different
criteria. One is diffraction limitation, and the other is interference. These criteria are decided by
the system parameters, such as the OFE dimensions, the optical wavelength, the object distance,
the image distance, the distance between lens LI and the OFE, and the full beam angles between
these three beams. For our set up, this value is about 105 bits per circle.
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Fig.4 A sample of space-coding MSD computing

The optical set-up to implement a wavelength-coded MSD algorithm is shown in Figure
5(a). Two multiwavelength inputs, Ai and Bi, coded according to the representation described in
Figure 1 (b) carry information via the presence or absence of light at the various wavelengths jr
(Xi -- ki+8). These two beam sets interfere within a photorefractive medium and as a result, the
wavelength present at one of .i, ki+l, ... , )4+8 will generate a grating corresponding to one of the
input combinations 11, 10, ... , TT. The read beam set contains all of the wavelengths.
Complete T (T', W, W', and M) operations in the three-step MSD algorithm may be realized by
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using the triple-in and triple-out set-up shown in Figure 5(b). Both inputs, Ai and Bi, are split
into three paths via beam splitters,BSI - BS 4 , and mirrors MI - M2. The three pairs of beams of
Ai and Bi write three gratings, G1, G0 , and G-1 in the photorefractive medium. Consider, for
example, an implementation of the T operation, as shown in Figure 5b. The three beam sets ( ,i,
Xi+3 , 4i+6 ), (Xi+l1, ,i+4, )i+7 ), and ( .i+2, Xi+5, ,i+9) are used to read the gratings G1, Go, and G..
1, respectively. As a result, the full T transformation signals will be obtained at the output port
through beam splitter BS 5 . This multiwavelength coded output may then be transported in
parallel in an optical fiber, making its architecture compact and suitable for cascading.

A4A BS2 M1

BS$

INPUTS BSINPUTS B5READ

ý-Ni+2Ai+8 q 7
OUTPUT M-•+ M2

i--i+8 T(1) T(O) T(i)4 ~ 6 )42 +s N+8

(a) Single channel (b) Three channels (full operation)

Fig.5 Wavelength-coding MSD computing

We have proposed two novel optical implementations of the MSD computing, the space-
coding approach and the wavelength-coding approach. The experimental demonstration of the
space-coding method by using OFE is presented.
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Introduction

A serial, stored program, optical computer has been designed [1] and implemented [21 using
LiNbO 3 electro-optic directional coupler switches. Detector, amplifier and driver electronics at each
electro-optic switch adapt it to optical control, so that all inter-switch signals are optical. The demon-
strated machine uses discrete components, and glass fiber forms both interconnection and delay line
memory. This paper will project the properties of an integrated version of this computer.

The integrated circuit uses LiNbO3 for its optical section, including electro-optic switches, fixed
ratio couplers, and memory registers, but excluding main memory, to be implemented off chip as an
optical fiber loop. The photodetector, amplifier and electrode driver circuitry is built on a semicon-
ductor chip which is flip-chip bonded to the LiNbO 3 using solder bump alignment [3]. Electrical con-
nections from drivers to directional coupler electrodes are provided by the solder, while light is cou-
pled from LiNbO 3 waveguides to photodetectors by surface gratings. Optical power is supplied by an
external laser clock which generates pulses of the correct duty cycle at the bit rate. Figure 1 shows the
LiNbO3 waveguide structure for a 16 bit storage register with the schematic of the semiconductor
electronics superimposed with dotted lines.

From known properties of the discrete component computer and from current research in
integration technology, we will establish parameters such as clock rate, chip area, and power require-
ments for the integrated version. We will strike a balance between the conservative extreme of only
using technology currently available off-the-shelf and the optimistic extreme of extrapolating current
hero experiments ten years into the future.

System size

Implementation of main memory as a fiber loop implies an operating wavelength of 1300 nm as
in the discrete component version, or perhaps 1500 nm. Either would satisfy the requirement for low
loss and dispersion over the length of the fiber memory loop.

The serial optical computer required about 70 electro-optic directional couplers and about 80
fixed ratio couplers. Let the length of the coupling region be L and the waveguide convergence and

Clock Data out

WriteS_ .. . .
Data e a e w ovrli ecri

Figure 1: Memory register waveguides with overlaid electronics
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divergence take distance M at each end. If the electrode structure requires a width E, the chip area for
an electro-optic switch is A, =(L+2M)E. Taking L=10mm, M=2 mm and E=l100nm,
A, = .014 cm2, for about 70 switches per cm2. Fixed couplers do not require electrodes, so taking their
width as 30 pim, the area for a fixed coupler is A, = .0042 cm 2. 80 couplers would require .34 cm2.
These sizes are independent of the clock rate.

Shicc bits are stored in waveguide delays, a given capacity requires a given waveguide length
and chip area. With a clock frequency of f bits/sec, an index of refraction of n, and speed of light, c,
a bit occupies waveguide length B = c /(fn). LiNbO 3 directional couplers have been demonstrated
with a switching bandwidth of 40 GHz [4] and modulators up to 50 GHz [5]. If we take 20 Gbits/sec
as an attainable bit rate and n = 2.2, then a bit occupies B = 6.8 mm in a LiNbO 3 waveguide. With a
waveguide width of w and a separation of D between uncoupled guides, storing a bit for one clock
period requires an area Ab =B(D+w). D =20pm and w =5 Pin gives Ab =.0017 cm2 for about
588 bits/cm 2. The implemented design stored 142 bits in addition to main memory. If the waveguide
can be suitably packed onto the chip, about one fourth cm2 is required for storage. In addition to the
above areas chip area must be allocated to interconnection and layout overhead. If this is less than
.4 cm 2 the entire optical portion of the computer, exclusive of main memory, can fit within 2 cm2 of
LiNbO 3.

The main memory of 1024 sixteen bit words allowed by the prototype would require a fiber
delay of 164 meters at 20 Gbits/sec. The integrated machine could easily add the 10 to 20 switches
needed to break memory into four to eight loops for faster access. Multi-loop memories have been
designed and simulated [6], but were not incorporated in the discrete component proof of principle
machine.

With 2 cm2 required by the optical circuit, the density required to implement 70 electronic cir-
cuits in a comparable area presents no fabrication problems.

Integration technology
Directional couplers on LiNb0 3 are a well understood technology, but folding long delay lines

onto a small area requires discussion. The two competing technologies for folding are spiral with
crossovers and comer mirrors. Bending loss measurements show that spiral waveguides in LiNbC 3
with a radius of curvature greater than 4 mm have negligible excess loss over straight waveguides [7].
A spiral of 1 mm diameter has been demonstrated in another materials system [8]. Crossovers
required for a signal to exit from a spiral are not a problem. We have demonstrated that crosstalk is
less than -30 dB in proton exchanged LiNbO 3 waveguides which cross at an angle greater than 6
degrees [9]. Comer mirrors have been demonstrated in other materials systems, e.g. [10], and it is
predicted that a loss of .5 dB is attainable [I I]. The difficulty of etching LiNbO3 may make spiral
folding preferable in the integrated computer. The low loss of all but very small angle crossovers
gives great geometrical flexibility in laying out delay lines which cross signal paths and other delays.

The grating couplers, e.g. [121, needed to couple light to the detectors have negligible loss, and
the dispersion angle is small enough that the "30tim spacing of the solder bump bonding [31 allows the
detector to collect virtually all of the light.

We choose a sub-micron-gate GaAs FET technology to implement the optoelectronic receiver,
amplifier, pulse stretcher and switch driver. This technology has been shown to yield high speed
optoelectronic receivers [13] as well as high speed amplifiers and multi-gigahertz logic. The detector
favored is a Metal-Semiconductor-Metal detector which can be integrated with different GaAs FET
technologies, while providing good responsivity, low dark current and high bandwidth [14] [15]. The
GaAs FET technology has also been shown to be compatible with 1.3 pm wavelength by adding a
GalnAs/GaAs superlattice absorbing region for the MSM detector [161 [17].

The projected receiver sensitivity is better than -20 dBm at a bandwidth of 20 GHz at the
1.3 pm wavelength. The MSM detector has a size of 30x30 pIm and a responsivity of 0.2 mA/mW.
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A transimpedance rather than an integrating receiver circuit is preferred for large bandwidth and high
sensitivity. At least four amplifier stages are needed for sufficient current and voltage gain. The
switch electrodes act as a transmission line with 50 Q1 impedance. Allowing for amplifier power
40 mW of power are required for a 1 Volt switch. Since the solder bumps connecting the drivers to
the switch electrodes are less than 30 jim in diameter, they do not influence the impedance calcula-
tion.

Power and losses
The system power is divided into two parts: optical power in the LiNbO 3 chip and fiber memory

loops; and electrical power for the detector, amplifier and electrode driver electronics. Since drivers
for about 70 switches in two cm 2 is fairly low density, the optical power budget is likely to be more
important.

In the discrete component version both optical signal power and signal timing were restored by
the technique of clock gating, as illustrated by the right hand switch in Fig. 1 used to regenerate regis-
ter loop data. The discrete component machine required a signal restoring switch for any signal pass-
ing through the optical terminals of four others. In the integrated system, loss per switch is much
lower since the signal does not pass in and out of fiber. This reduces both the optical power required
from the optical clock and the number of switches needed. Not all restoring switches can be elim-
inated because any feedback loop must restore both power and timing to support recirculation. Losses
in folding long waveguides must also be allowed for.

Dropping switches used strictly for power restoration, no optical path in the demonstrated
machine passes through more than four 3dB couplers and six switched couplers. With .5 dB loss in
an integrated switched coupler and its interconnecting waveguides, such a signal path would have an
overall loss of 15 dB. As discussed above, we do not count the negligible loss in the grating couplers.
The proof of principle system demonstrated reliable detection of -23 dBm signals photodetectors. If
we estimate -17 dBm for the smallest signal at any detector in the integrated version, the maximum
power needed at any clock input is -2 dBm. As discussed above, losses due to folding memory regis-
ters can be held to a few dB, and every such register includes signal regeneration, so these losses are
not limiting.

The discrete component machine required 40mW of optical power. Scaling by the difference in
the switch losses between the two versions gives about two milliwatts of optical power required from
the laser clock. Another estimate takes the ten different clock copies required by the integrated
machine at a worst case power of -2 dBm for a total power of about six milliwatts.

The optical power is all supplied by an off-chip optical clock generating pulses of about 50%
duty cycle at the 20 GHz bit rate. A single mode locked semiconductor laser would easily satisfy this
requirement, evcn with the worst case power estimate.

The electronics associated with each switch requires 40 mW for a total electronic contribution
of 2.8 watts. The power can be easily dissipated with air cooling over the two square centimeter area
which is determined by the optical chip.

Conclusions
This paper shows how an integrated optics, stored program, digital computer with a 20 GHz bit

rate can be built using an optical system design demonstrated in a discrete component version and
with optoelectronic integration technology currently available in the research laboratory. The flip chip
bonded LiNbO 3 and GaAs chips are only about two square centimeters in area and dissipate only a
few watts of combined optical and electrical power.



OFC1-4 / 321

REFERENCES

[1] V.P. Heuring, H.F. Jordan, and J.P. Pratt, "Bit-serial architecture for optical computing," Applied Optics.
V. 31, No. 17, pp. 3213-3224 (10 June 1992).

[2] P.T. Main, RJ. Feuerstein, V.P. Hearing, H.F. Jordan, JaR. Feehrer, and C.E. Love, "Implementation of a
General Purpose Stored Program Digital Optical Computer," submitted to Topical Meeting on Optical
Computing, Optical Society of America, March 16-19, 1993.

[3] K. Katsura, T. Hayashi, F. Ohira, S. Hatm, and K. Iwashita, "A novel flip-chip interconnection technique
using solder bumps for high speed photoreceivers," J. Lightwave Technology, V. 8, No. 9 (Sept. 1990).

[4] S.K. Korotky, et al., "Optical intensity modulation to 40 GHz using a waveguide electrooptic switch,"
Applied Physics Letters, V. 50, pp. 1631-1633 (1987).

[5] D.W. Dolfi and T.R. Raganath, "Fifty GHz velocity matched, broad wavelength LiNbOf 3 modulator with
millimeter length active section," Proc. Integrated Device Research Conf., PD2, New; Orleans (April
1992).

[6] D.B. Sarrazin, "Optical delay line memory systems," OCS Tech. Rep;. 92-18, Center for Optoelectronic
Computing Systems, Univ. of Colo., Boulder, CO 80309-0525 (April 1992).

[7] I. Januar and A. Mickelson, "Low-loss PE:LiNbO waveguide bends at X = 1.55 pm," Proc, Integrated
Photonics Research Conf, New Orleans (April 1992).

[8] P. Verboom, Y.S. Oei, M. Smit, J. van Uffelen, H. van Brug, I. Moerman, G. Coudenijs, and P. Demees-
ter, "A long InGaAsP/InP waveguide section with small dimensions," IEEE Photonics Technol. Let., V. 4,
No. 10,pp. 1112-1114 (Oct. 1992).

[9] I. Januar and A.R. Mickelson, "Characteristics of S-shape waveguide structures by annealed proton
exchange process in LiNbOy3 " submitted to J. Lightwave Technol., (1992).

[10] H. Appelman, J. Levy, M. Pion, D. Krebs, C. Harding, and M. Zediker, "Self-aligned chemically assisted
ion-beam etched GaAs/AlGaAs turning mirrors for photonics applications," J. Lightwave Technol., V. 8,
No. 1, pp. 39-41 (Jan. 1990).

[11] D.K. Probst, L.G. Perrymore, B.C. Johnson, RJ. Blackwell, J.A. Priest, and C.L. Balestra, "Demonstration
of an integrated, active 4x4 photonic crossbar," IEEE Photonics Technol. Lett., V. 4, No. 10 (Oct. 1992).

[121 Q. Huang and H.J. Caulfield, "Waveguide holography and its applications," Proc. SPIE, V. 1461, Practical
Holography V, SPIE Press, Bellingham, WA (1991).

[13] A. Ketterson, J.W. Seo, M. Tong, K. Nummila, D. Ballegeer, S.M. Kang, K.Y. Cheng, and I. Adesida, A
10 GHz bandwidth pseudomorphic GaAs/InGaAs/AIGaAs MODFET-based OEIC receiver," Proc. Dev-
ice Research Conf., Massachusetts, VIB-5 (1992).

[14] C.S. Harder, B.J. Van Zeghbroeck, M.P. Kesler, H.P. Meier, P. Vettiger, DJ. Webb, and P. Wolf, "High-
speed GaAs/AlGaAs optoelectronic devices for computer applications," IBM J. Research and Develop-
ment, V. 34, pp. 568,584 (1990).

[15] BJ. Van Zeghbroeck, W. Patrick, J.-M. Halbout, and P. Vettiger, "105 GHz bandwidth metal-
semiconductor-metal photodiode," IEEE Electron Dev. Lett., V. EDL-1O, pp. 527-529 (1988).

[161 A.N.M. Choudhury, C. Jagannath, A. Negri, B. Elman, and C.A. Armiento, "Thermally stable,
superlattice-enhanced 1.3 pm InGaAs IMSM photodetectors on GaAs substrates," IEEE Electron Dev.
Lett., V. 12, p. 281 (1991).

[17] M. Zimgibl and M. Ilegems, "High-speed photodetectors on InGaAs/GaAs-on-GaAs superlattices," J.
Applied Physics, V. 69, p. 8392 (1991).



322 / OFC2-1

Implementation of a General Purpose
Stored Program Digital Optical Computer

P.T. Main, R.J. Feuerstein, V.P. Heuring, H.F. Jordan, J.R. Feehrer, and C.E. Love
Optoelectronic Computing Systems Center

Univ. of Colorado, Campus Box 525, Boulder, CO 80309
303-492-7967, 303-492-4293

email: toddm@fi oado.du, henring@fred.colorado.edu

Introduction
Optical computing has been a major field of research for a number of years with considerable effort expended

on developing appropriate devices. A number of systems groups have adopted assorted techniques of dealing with the
absence of good quality optical logic gates. Craig et al [1] have used the thermal index dependence of ZnSe nonlinear
interference filters to implement slow all-optical logic gates and a small system with external control [2]. Two-
dimensional arrays of SEEDs [3] have also been used to build a low speed processor with feedback [4]. The
Programmable optoelectronic multiprocessor (POEM) uses VLSI circuits and silicon PLZT modulators to
implement 2-D arrays of devices [5] . The digital optical computer of Opticomp [61, uses AND/OR logic at 100
MHz with external electrical data input, data output, and control, with no optical feedback. None of these systems
implement a general purpose programmable optoelectronic computer with optical control. We report on the first
such system in this paper.

A general purpose, bit-serial, stored program, digital optical computer [7] has been built and operated.
Constructed as a proof-of-principle machine, it has all-optical signals between logic gates. The optical switches are
housed in standard modules and are interconnected using optical fiber. This discrete component, fiber connected
demonstration is extrapolated to an integrated optic version in a companion paper [8]. Unlike conventional
electronic computers, synchronization is accomplished by time-of-flight synchronization [9], rather than by using
latching elements. Information on how to design in this domain has been gathered from the experiment. Heuristics
for time-of-flight synchronization were developed as timing problems arose and were overcome. Techniques for
managing the complexity of the system were developed and refined as the project evolved. Characteristics required of
the switching modules were observed, providing insight into future device requirements.

Goals
A key goal was to demonstrate a digital optical computer using all-optical signals between gates. Another

was to use a latchless architecture which relies on time-of-flight synchronization. This timing technique is
important to very high speed operation and is related to the wave pipelining technique [10]. A third goal was to
design the computer with a stored program, general purpose architecture. A stored program, where both code and data
reside in the same memory, is extremely important to the computer science community since it allows a computer
to generate its own code using a compiler. A general purpose architecture implies that the instruction set is robust
enough to allow execution of virtually any algorithm.

Optical Components
The components used in the computer are shown in figure 1. The optical splitter/combiner (a) is a passive

device which combines the light entering the two inputs and splits it between the two outputs. It can be used to
provide a passive-OR logic function and to fan out signals. It was
experimentally confirmed that interference effects with the Fabry Perot
laser diodes used was negligible. Single mode optical fiber (b) is used (a) A A+B
throughout the computer for interconnections and as a delay element. B A+B

The Lithium Niobate (LiNbO3) directional coupler [11] has two
polarization-sensitive optical inputs, two optical outputs, and an electronic (b) (-)
control electrode (c). When a pulse is present at the control electrode, the K (bfts)
switch enters the bar state, where light entering A exits through D (and B
through E). Otherwise, the switch is in the cross state, where light
entering A exits through E (and B through D). By connecting a A D - AC + BC
photodetector and some pulse shaping electronics to the control electrode, (c) B E - BC + AC
the device can be used with all-optical inputs and outputs. A switch
module contains six switches, their associated control terminal (C C
terminal) electronics, and polarization controllers. Eleven of these
modules make up the computer. Figure 1. Optical Devices.

Architecture
The method used to provide memory (or state) is a recirculating delay line [121 (figure 2), where information

is stored in space-time rather than statically in latches. Similar delay lines are used throughout the computer to
implement registers and memory. Due to the cost of the optical switches, a bit serial design was chosen. The
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with sixty four data words [13,141. 1

As in other stored program Figure 3. Simplified Block Diagram.
computers, the operation of this
machine relies heavily on the memory
system. Each data word in memory recirculates serially in the delay line, passing the input and output ports once
every memory cycle (a memory cycle is the time to complete one pass around the memory loop: 20.5 4s). A
memory counter is used to mark the time when a particular memory word is available for reading and/or writing: the
current value of the count is the address of the current memory word.

A block diagram of the ideal architecture (with no optical losses) is shown in figure 3, with major signal
paths indicated (control signals are shown in bold face). It requires 54 switches, and was tested using an in-house
simulator and CAD tool named XHatch [15]. The secondary architecture took device
latency and loss into account, and included an additional 12 switches for amplitude and . Load
phase restoration. The XHatch model for this version took interconnection path lengths
into account, and was used to calculate the lengths of the 200 optical fibers used in the * Store
computer. * Add

The operations supported by the computer are shown in figure 4. Each - Bitwise OR
instruction is executed in two steps. First, the machine compares the memory counter * Biise AND
with the program counter (PC). When they match, the current memory word contains
the desired instruction, which is loaded into the instruction register. Next, the memory . Bitwise Complement
count is compared with the address of the instruction's memory operand. When the * Rotate Accumulator
operand is found, the result of the desired operation is computed and stored into either * Jump
the memory or accumulator. If a jump is indicated, the PC is loaded with the address
for the jump. If a conditional skip is indicated, the PC is incremented twice rather than * Conditional Jump (skip)

once. Then the computer begins the search for the next instruction. Figure 4. Operations.
Implementation

The signals in the computer are return-to-zero encoded, with a 20% duty cycle. The maximum clock speed
of the computer is determined by the bandwidth of the devices and the time to traverse the shortest feedback path.
With the devices used, this is about 100 MHz [161. A bit rate of 50 MHz was chosen for the computer since it is
easier to maintain stable operation at this clock rate given the 175 MHz bandwidth of the switches used.

Some characteristics of the optical devices are loss, C terminal limits and crosstalk. The optical switches
average about 5.5 dB loss each, while the splitters and fiber average about 0.3 dB excess loss per fiber connection.
The minimum signal power that can be detected at the C terminal of a switch is about SpW. A signal that will
become attenuated beyond this limit must be restored, or regenerated, before it reaches 5,iW by using it to switch a
fresh copy of the clock in its place (figure 5).

In addition to the minimum power limit, a C terminal cannot detect a weak pulse of light that immediately
follows a much larger pulse. If signals from different sources reach the same C terminal, it is necessary to attenuate

one of the sources to match the two signal powers.
. . . ... Signal with Crosstalk between switch outputs must also be

Clock JUL restored controlled. When polarized properly, nearly all of the light

Attenuated 0 .o: amplitude entering an input will exit through the proper output according to
Signal . and phase the state of the switch (bar or cross). However, some of the light

*% Sligty out will exit through the other output as crosstalk, typically about
of phase -17dB.

Figure 5. Signal Regeneration.
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The time-of-flight nature of the architecture requires that precise timing and optical path length control be
used to maintain synchronization. Since the method of timing restoration used is regeneration, proper clock timing
is the key to maintaining system-wide synchronization. The most dependable way to keep the 18 copies of the clock
synchronized is to use a single electronic clock signal to modulate a laser and fan out the optical signal using fiber.
The system requires about 50 mW of optical power and uses four laser diode sources. This requires some electronic
fanout of the clock, but most fanout was accomplished optically. Using one arbitrary copy of the clock as a
reference, all other copies were adjusted until they matched the timing given by the XHatch model to within 0.1 ns.

The computer was built on a four level table, where the lower level houses power supplies, the next level
houses clock lasers and clock fanout fibers, and the two upper levels house the switch modules. Individual
subsystems were mapped from the XHatch circuits to the module layout with two goals in mind. First, all switches
in a particular circuit were assigned to the same module whenever possible to reduce the length of interconnections.
Next, subsystems which are heavily interconnected, such as the Memory, Accumulator and ALU, were placed as near
one another as possible.

An electronic interface to the computer, the Monitor system [171, was used to help debug the optical
circuits. It was implemented in two parts: a low-speed board provides an interface to a workstation, and four high-
speed boards implemented in a high-speed ECL logic family interface with the C terminal electronics. The high-
speed boards were mounted on the switch modules to provide the shortest possible path for the high-speed signals.
As construction progressed, the Monitor became vital to the construction and debugging process.

Results
During the design and construction of the computer, synchronization problems were addressed at two levels:

low level circuit timing and high level system timing. Low level synchronization was achieved by electronically
stretching the pulse at a C terminal by about 4 ns. Arranging for this pulse to arrive 2 ns earlier than the other
input(s) allowed timing variations of +/- 2 ns to be tolerated. In addition to circuit timing, the computer relies on a
great deal of intercircuit connection and feedback. For instance, the PC is an input to the Address Comparator,
which is an input to the State Control Logic, which returns to the PC. This large scale synchronization was
accomplished by regeneration (figure 5). When a signal arriving at the C terminal of a regenerator switch was not
synchronized with the clock at the other input, the timing of the C terminal signal was adjusted until it fully
switched the clock. Because the clock signal had been carefully synchronized with the other copies of the clock, the
signal exiting the regenerator was synchronized with the entire system.

As construction of the computer developed, much was learned about the characteristics of the devices.
Although we implement pulse-stretching electronically, it could be done optically, at the cost of signal power.
However, the high losses of the optical switches made this impractical. The use of integrated optics would greatly
reduce switch losses, since most of the loss occurs at the fiber/LiNbO3 junction. A significant problem that
occurred during construction was electronic noise and crosstalk in the C terminal electronics. Integrating the
electronics with the switches should greatly reduce this problem. A useful feature of the switches is the variety of
logic functions they implement. This greatly reduces the number of gates needed to implement the computer.

Figure 6 shows an oscilloscope trace of an instruction fetch. At the top is the Memory-Found signal,
which is generated when the desired memory word is available for reading. Because the machine state (INST/OyP)
indicates an instruction fetch, the Instruction-Found signal is generated. This signal is used to load the current
memory word into the Instruction Register (IR). The bottom signal shows the IR, which reflects its new contents
during the word period after the fetch. After this, the machine state changes to operand fetch in order to begin

Memory-Found -

State
(INST/OP)

Instruction-Found
(Replicated)

. 0101010 0.1010101

Memory

Instruction :01010101010101011

Register

F r 6nstdiv
Figure 6. Oscilloscope Uwae of an instruction fetch.
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- ,. ~d00d (hex) , .800d (hex) ,.

Memory

- c054 (hex) c054 (hex) c054 (hex) -

Accumulator tlJý
- c054 (hex) ' 9061 (hex) ' 4061 (hex) -

Sum
ý- t 1 I |-'l-

lOOns/div

Figure 7. Addition of Memory and the Accumulator register.

execution of the new instruction.
Figure 7 is an oscilloscope trace of the output of the ALU full adder. The top two signals are the contents

of the memory and accumulator, while the bottom trace is the sum of the two. Although this sum is computed
every word period, it is only stored in the memory or accumulator when the opcode indicates an add instruction.

Conclusions
We have built and demonstrated a stored program digital computer in which all information is transmitted

and stored as optical pulses. Photodetectors and electronic amplifiers are used with electro-optic directional couplers
to perform logic. The experiment verified the effectiveness of time-of-flight, latchless, synchronization for high
speed optical circuits. The machine was operated at a bit rate about half that implied by the bandwidth limitations of
the directional coupler switches used.
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Introduction

The data rates of modern communication networks are reaching speeds at which tradi-
tional flip-flops are not effective. The problem is that the bit time is on the same order of
magnitude as the feedback time of the flip-flop. In this region of operation the flip-flop no
longer exhibits the expected static behavior. Furthermore the data rates are assumed to be
as high as possible so that we can not use a local clock, running at a multiple of the bit
rate, to measure the arrival skew of packets. The application we are specifically targeting
at is a routing node within an optical communication network. The routing nodes have two
inputs and two outputs. The routing node must examine the addresses contained in arriving
packets to decide how to route them. The packets must be aligned so that the corresponding
address bits can be examined in real time. The purpose of this paper is to look at two ap-
proaches to building circuits which can synchronize two incoming bit serial optical packets
without the use of flip-flops.

The design technique which will be used in the two packet synchronization methods
presented in this paper is referred to as time of flight design [4]. Time of flight design is
based on the assumption that the propagation time of signals between and through logic
gates is constant and known. The interconnection paths are adjusted so that the signals
arrive at the logic gates at the same time. The precise controllability of optical delays makes
this possible for optical networks.

The two solutions to be presented assume that there exists a control signal which is a
logic 1 for the entire length of the packet. The control signal is examined to determine if a
packet is at the node. The control signal simplifies the design by making the packet detection
and alignment independent of the contents of the packet.

Linear Delay Line

The Counterpropagating delay line solution consists of a linear sequence of interconnected
switching nodes [1]. The packets traverse the nodes in opposite directions. Figure 1 shows
the basic architecture of the line with two packets which have just entered a line of equally
spaced switching nodes. Since the packets are counterpropagating they will eventually collide
at some node i assuming the skew between the leading edges of the packets is less than the
length of the line. Figure 2 shows the two packets being routed out of the line and into the
output network after they collided at node 4. The node passes an incoming packet to the
next node if only one packet is seen approaching the node. If the node i sees two packets
approaching which will collide at node i then it will change to the exit state and route the
packets out of the line. Node i decides if it should be in the pass state or the exit state
by examining the status signals from node i and its neighbors. Each node has two status
signals, P and Q. The status signals are available to the adjacent nodes with minimal delay
while the data packets suffer a delay between nodes. The value of Q will be a 1 if there is a
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Figure 1: Linear Delay Line

!A

Figure 2: Linear Delay Line

right-to-left traveling packet at the node, it will be zero otherwise. Similarly, the value of P
will be a 1 if there is a left-to-right traveling packet at the node, it will be zero otherwise.
Each node can see the value of P for the node to its left and the value of Q on its right.
Node i will change to the exit condition if it sees Pi-1 = 1, Pi = 0, Qj = 0, Qj+1 = 1. It will
stay in the exit state until Pi- 1, Pi, Qj, Qi+i are all zero. Note several assumptions are made
about the packets and the P and Q signals: a packet is at least as long as the internode
spacing; the spacing of the packets on each line is at least equal to the node spacing; the
control circuitry assumes fundamental mode operation; and the signal propagation time can
be very accurately controlled. Figure 3 shows the detailed line architecture. The figure also
shows the output network. The outputs from each of the routing nodes for the left-to-right
traveling packet are combined into a single output. Similarly the right-to-left traveling packet
outputs are combined into one output. The alignment of the packets is maintained by the
output network.

Fundamental mode design techniques were used to derive the logic equations for the node
state. The line was then designed with Lithium Niobate 2x2 crossbar switches [5] and fiber
optic interconnections. The set of all possible input status signals for a given node were
examined to ensure that only one node at a time would see the exit condition. From the
set of input signals a reduced state diagram was found. The state diagram consists of three
states: the node is in the exit state; the node is in the pass state; and the node is idle state
waiting for input. The design of the delay line was simulated on an optical time of flight
circuit simulator, XHatch, developed at the University of Colorado [3].

This approach allows two packets to be aligned to a tolerance which is at least as small as
the switching node spacing, assuming the input skew is less than the length of the line. The

A B

conro 0 2 'I contr

Sd d e

Figure 3: Detailed Linear Delay Line
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Figure 4: Logarithmic Delay Line Structure

spacing of the packets on each of the input lines is equal to the node spacing. Finally, the
number of nodes required is proportional to the alignment tolerance and the packet length.

Logarithmic Delay Line

The logarithmic delay line consists of a sequence of switching nodes in which two input
packets travel in the same direction [2]. The nodes are connected by two paths whose
lengths differ by a fraction of the packet length. Figure 4 shows the logarithmic delay line
architecture. The difference in the path lengths between node i and node i + 1 is given by
(1/2)'L, where L is the length of a packet. The longer of the two lines is referred to as the
delayed line, the other line is referred to as the nondelayed line. The switching node routes
the first packet to appear on either of its inputs to the delayed output line. The maximum
skew of the input packets is halved at the input to each succeeding node. The following
assumptions about the packets have been made: the packet length L is fixed; the packets
on the same line are separated by at least L; the design of the switching node circuitry is
based on fundamental mode operation; there is a control signal associated with each packet;
and the signal propagation can be accurately controlled. The proof that the maximum input
skew is halved at the input to successive nodes is given in the following theorem.

Theorem:
The lengths of the input packets are assumed to be equal and fixed. Given that the skew

at node i is bounded between 0 and (1/2)'-'L, where L is the length of a packet then the
skew at node i + 1 will be between 0 and (1/2)'L.

Proof:
Let t! be the time the leading packet entered the delayed line at node i and let tý be the

time the trailing packet entered the nondelayed line. Define t', be the arrival time of the
packet at node i + 1 on the delayed line and let t1 be the arrival time on the nondelayed
line. The skew at node i + 1 is given by:

t'+1 -to+, t = Ai-+D -ti-Di-(1/2)L(
ti+I--tol t! = t!-t- (1/2)'Ll (2)

The value of t! - t( is bounded between 0 and (1/2)-1, thus from equation 2 the bound
at node i + 1 is:

0 -<1 t1i+1 - tol 1:< (1/2)iL (3)

The design of the switching node logic is based on two signals P and Q. The value of P
is a logic 1 if there is a packet on the delayed input to the node, it is a logic 0 otherwise.
Similarly the value of Q is a logic 1 if there is a packet on the nondelayed input, zero
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Figure 5: Reduced State Diagram

otherwise. If the values of P and Q are 0 and 1, respectively, then the node routes the
packet on the delayed input to the delayed output. If P and Q are 1 and 0, respectively,
then the nondelayed input is routed to the delayed output and the delayed input is routed
to the nondelayed output. If the values of P and Q are both ones, then the node has already
made a routing decision which will be maintained until both inputs return to zero. The
reduced state diagram for the node control logic consisted of three states: the idle state (a)
where P and Q are zero; the exchange state (-f) where the delayed input is connected to the
nondelayed output; and the nonexchange state (13) where the delayed input is connected to
the delayed output. Figure 5 shows the reduced state diagram.

The control circuits were derived using fundamental mode analysis. The design was
simulated using XHatch to verify the correctness of the architecture. The number of nodes
required is logarithmic with respect to the ratio of the packet length to the desired alignment
tolerance. The spacing of the packets on the input lines must be at least equal to the packet
length. The alignment tolerance is only a function of the minimum difference in the internode
paths.

Conclusions

Two techniques for synchronizing packets of information have been shown. These tech-
niques do not use traditional flip flop elements. The first approach required a linear number
of nodes with respect to the alignment tolerance and the packet length. The second ap-
proach requires a logarithmic number of nodes with respect to the alignment tolerance and
the packet length. The spacing of the nodes in the second approach is not important, only
the difference in the lengths is important. The two approaches have been simulated to verify
their operation. The simulations were done assuming an optical implementation because the
signal propagation can be accurately controlled in optics.

References

[1] Carl Love, "A Time of Flight Packet Synchronization Technique", Report 92-19, Optoelectronic Com-
puting Systems, University of Colorado, Boulder, CO. 80309.

[2] Carl Love, "A Logarithmic Time of Flight Packet Synchronization Technique", To be published, Opto-
electronic Computing Systems, University of Colorado, Boulder, CO. 80309.

[3] Marco Salerno, "XHatch, User's Manual", OCS Tech Report 91-25, Optoelectronic Computing Systems,
University of Colorado, Boulder, CO. 80309.

[4] Jonathan Pratt and Vincent Heuring, "Delay Synchronization in Time-of-flight Optical Systems", Applied

Optics, Vol. 31, No. 14, May 10, 1992, pp. 2430 - 2437.

[5] Robert Feuerstein, "Lithium Niobate Switch Evaluation", OGS Tech Report 90-16, Optoelectronic Com-

puting systems, University of Colorado, Boulder, CO 80309.



7330 1I NOTES



NOTES / 331



332 / NOTES



Key to Authors and Presiders I333

Acklin, Bruno W. - OThB4 Hall, Trevor James - OFA3
Aitner, Stefan - OWA1 Haney, Michael W. - OThB2
Anthony, Phillip J. - OFA Hatch, James A., Jr. - OTuAlO
Araki, S. - OThB3 Hayasaki, Yoshio - OWE3
Asom, M, T. - OThA2 Hegarty, John - OWC2
Azoulay, R. - OWE20 Hessenbruch, John M. - OWBI, OWB2

Heuring, Vincent P. - OWE15. OFC2
Hong, John H. - OWD1

Baiiie, oug .- ~uA6Horan, Paul G. - OWC2, QWE5Bendett, MogArk - OThO 6 Hornak, L. A. - OFA1Bernett, Steank - OWhC Houssay, Bruno - OThD2
Bidnurkar, Manoj M. - OWE16 Hag ogi W1
Blumenthal, D. J. - OWA2
Boyd, G. D. - OThA2
Brenner, Karl-Heinz - OFB1 Ichioka, Yoshiki - OTuA3, OTuA4
Brodsky, Stephen A. - OWC3 Imam, Hussain - OFA3
Brown, Jeff - OTuAl 1 lrakiiotis, L. J. - OTuAll, OWEll
Burr, Geoffrey W. - OWB4 Ishihara, Satoshi - OWE3

Ishikawa, Masatoshi - OThD3. OThD6
Itoh, Hideo - OWD5

Campbell, Scott - OWA3, OWD4, OF84 Itoh, Masahide - OWE1 8
Carey. C. D. - OFA2
Charrier, Michel - OThD2
Cheng, C. K. - OWE17 Jahns, Jurgen - OThB4
Cheng, L. - OThAl Jamieson, Stuart - OFA3
Chiarulli, Donald M. - OWE 16, OFA4 Januar, 1. - OFC1
Childers, John - OThDl Jenkins, B. Keith - JTuC
Chirovsky, L. M. F. - OThA2, OThA3 Jennings, Andrew - OWC2
Chrostowski, Jacek - OThD Jiang, Jie - OWE14
Cloonan, Thomas J. - OThB1 Jordan, Harry F. - OFCl, OFC2, OFOS
Cripps, M. D. - OThD5
Crosslands, W. A. - OThD5
Curtis, Kevin - OWB4 Karasik, Y. B. - OWEB, OWE9

Kasahara, K. - OThB3
Kawal, S. - OThB3

Dallas, J. A. - OThD5 Kelly, Brian - OWC2
Daly. Daniel - OTuA9 Kiamitev, Fouad - OThD1
D'Asaro, L. A. - OThA2 Kirk, Andrew - OThD6, OFA3
Derstine, Matthew W. - OFC Kress, Bernard - OTuA2
Desmulliez, Marc P. Y. - OWE2 Krishnamoorthy, Ashok V. - OWE4, OThC4

Kubota, K. - OThB3
Kurita, H. - OThB3

Eng, Kai Y. - JTuC2 Kuszelewicz, R. - OWE20
Esener, Sadik C. - OWB3, OWEl, OWE4

Laskowski, E. J. - OThA2
Fainman, Yeshayahu - OThC3, OThC4 Lee, E. H. - OFA2

Fan, . - WE17Lee, Hyuek-Jae - OWC4Feere, J. . - OWE17 Lee, John N. - OWD3Feldre, S. A. - OWFll Lee, Sing H. - OTuA2, OWE17, OThC3Feldma, Micae R. - OWEh11 Lee. Soo Young - OWC4, OWDFeuersten, Robhert J. - OFC21 Leibenguth, R. E. - OThA2
Fochrtei, M. er J. - O FhA 2 Lemoine, Thierry - OThD2Fordt, Joep E. - OThC3 OhC Lentine, Anthony L. - OTuA6, OThA2, OThA3Forres, Js.p R. - OThC3 l hC Levitan, Steven P. - OWE16, OFA4Foreund, J. M. - OThA2 Linke, Richard A. - OThAFreud, . M.- OhA2Liu, Hua-Kuang - OFB4

Liu, Liren - OTuA5
Livescu, G. - OThA2Giles, C. Lee - OTuA8 JuOh Lourin, AhmdofW - OTuAlO, OWDlO

Goodman, JosephW.-JuOh Lohman, AhmdofW - OTuAl0, OWE10
Goodwill, Dominic John - OTuA6 Love, C. E. - OFC2, OFC3
Goudreau, Mark W. - OTuAB
Griffin, R. D. - OWD3
Guilol, PlietrS - OWN i Ma, Jian - OThC3
Guest, Clark C. - OWC3 Main, P. T. -OFC2Guthfl, G ete D . - O WhA2 Maniloff, Eric S. - OWAlGuth G. . - ~hA2Marchand, Philippe J. - OWE1

Marsden, Gary C. - OWEl, OWE4
Matsumoto, Takao - OThD4
Matsuoka, Katsunori - OTuA3



334 /Key to Authors and Presiders

McAulay, Alastair D. - OWE13 Tabata, Tomohira - OThD6
McCormick, Frederick B. - OThA3 Takahashi, Hidemi - 0ThC3
McGinnis, S. - OFAl Takayanagi, Nobuo - 0ThD3
McLeod, Robert - OFB2 Tanida, Jun - OTuA4
Meihem, Rami G. - OWE16, OFA4 Taniguchi, Masaki - OTuA3
Mendlovic, David - OWD6 Tewksbury, S. K. - OFAlI
Merckle, Jean - OWE4 Thienpont, Hugo - OWE12
Mickelson. Alan R. - OFC1 Thylen, Lars - JTuC3
Midwinter, John E. - OTuA9. OFA2 Tohyama, Ichiro - OWE3
Mitkas, Pericles A. - OTuAl 1, OWE'l 1 Tooley, Frank A. P. - OTuA6, OWE19, OThA4, OFB
Miyazaki, Daisuke - OTuA4
Monro, 0. M. - OThD5
Morgan, R. A. - OThA2 U rquhart, Kristopher - OThC4
Mori, Masahiko - OWE3
Morita, Akira - OThD3
Morozov, Valentin N. - OWE15 Van Zeghbroeck, Bart - OFC1
Morris. James E. - OThD1 eeencfIiaP-OW1
Morrison, Rick L. - OThC2 Vertenicoff, RograP -O WE12
Mukai, Seiji - OWD5 Vucx oe W1
Mullaly, T. - OThA2

MurdccaMils - FB3Wachlowski, Alexander J. - OTuA6, OWE19
Wagner, Kelvin H. - OWO, OWD2, OFB2

Nakkar, Mouna - OThD1 Wakelin, Suzanne - OTuA6, 0ThA4
Nicholls, J. A. - OThD5 Walker, Sonya L. - OThC2
Noguchi, Kazuhiro - OThD4 Watanabe, Masanobu - OWD5
Noriman, H. - OFA.~ Weverka, Robert T. - OWD2
Numai, Takahiro - OThB3 Wherrett, Brian S. - OWE2

Wild, Urs P. - OWAl
Williamson, Richard C. - JTuC4
Wilmsen, C. W. - OWE1 1Oudar, J. L. - OWE20Oodad .K ~A

Owechko. Yuri - OWC1WodadT.K- hA
Ozaktas, Haldun M. - OWD6

Xu, Fang - OThC4

Paineau, Sylvain - OThD2
PeiS. S - OhA2Yajima, Hiroyoshi - OWD5Peiffer. W. - OWE 12YaauhMsyu- hCPellat, 0. - OWE20 Yadv m ngch.Maan - OW hC1

Pelt, Michiel - OWE 12 Yanv. Am nonoik - OWA4 OE1
Poon, P. 0. H. - OTuA9 YtgTyhk W3 Wl
Prucnal, P. R. - OThAl Yeh, Pochi A. - OWA3, OWD4, OFB4
Psaftis, Demetri - OWA, OWB4 Yukimatsu, Ken-ichi - OThCl

Qiao, Chunming - OFA4 Zajeta, David E. - OWEl 7, OThC3
Zeise, Frederick - OWBi
Zhang, Xuejun - OTuA5
Zhang, Zibei - OTuA5

Renn, Alois - OWAl hnu ~A
Rhein, D. - OWE19 Zheng, Juomn - OWuA3,OB
Richards, G. W. - JTuC1 ZoSamn-OAOB
Robinson, M. G. - OTuA9
Rosen. Joseph - OWA4

Sakano, Toshikazu - OThD4
Sarto, Anthony W. -OWD2
Sauer, J. R. - OWA2
Sawchuk, A. A. - OThAl
Segev, Mordechai - OWA4
Selvah, David R. - OTuA9. OFA2
Shaligram, A. 0. - OWE7
Sharir, M. - OWE9
Shin, Sang-Yung - OWC4
Simpson, Kevin - OTuA6
Singh, Sushila - OWE7
Smith, L. E. - OThA2
Snowdon, John F. - OWE2, OWE6
Softer, Bernard H. - OWB
Song, S. H. - OFA2
Stone, Richard V. - OWB2


